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Abstract 

This thesis consists of four essays. Its main theme is the location of production 
in multinational firms. 

Subsidizing away exports? - A note on strategic trade policy, investigates how 
strategic trade policy arguments for R&D subsidies are altered when firms are 
multinational rather than national. Using a standard model, where a home firm 
and a foreign firm compete in exports on an international market, it is shown that 
cost-reducing R&D subsidies by the home government to the home firm indeed 
increase this firm's market share. However, the subsidy can also eliminate export 
production in the horn e country, as production is shifted abroad. 

Strategic R&D policy, domestic unionization and multinational firms, extends 
the model in the first essay to include labor market effects. Labor is unionized 
in the home firm and wage and employment are derived using the efficient Nash­
Bargaining solution. In this environment, R&D subsidies will also improve the 
firm's bargaining position against the union, as the improved technology can 
be used abroad in the case of a break-down of negotiations, when production is 
shifted abroad. Whether this effect increases the firm's market sh are and domestic 
welfare depends on union preferences. 

Multinational firms, technology and location generalizes the above model into 
a full three-stage game where both firms choose (i) their respective technology, 
by deciding on a level of R&D, (ii) whether this technology is to be used in 
a domestic or a in local plant and (iii) the quantity produced and sold on the 
market. If technology transfer costs are fixed, "high-tech" firms tend to produce 
abroad, but if such costs are associated with the level of R&D, high-tech firms 
tend to export. An empirical analysis using a data set of Swedish multinational 
firms, confirms the lat ter prediction. 

Cumulative effects of labor market distortions in a developing country considers 
a small open economy where an input-output industrial structure, scale economies 
and imperfect competition, create vertical linkages and multiple equilibria. In 
this environment, an imperfect labor market is introduced by assuming unionized 
labor. It is shown that if the verticallinkages are sufficient ly strong, a deregulation 
of the labor market may trigger alarge, discontinuous expansion of industrial 
output, as reduced wage-costs start a circular, cumulative process in which the 
expansions of the up-and downstream industries promote each other. 
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Introduction 
This thesis consists of four essays, which can all be characterized as writings 
in the new trade theory. In this introductory chapter, I try to put them 
into this perspective and show the reader how they contribute to this vast 
literature. The chapter also contains a summary of the findings of each 
essay. 

1.1 New trade theory 

T he word "new", in itself, presupposes the existence of something old or 
traditional. With in trade theory, the latter category contains the Heckscher­
Ohlin/Ricardo type of model , relating trade flows to comparative advan­
tage. l While these traditional models could easily deal with numerous is­
sues within trade theory, there were trade patterns which could not be 
explained within this framework. The most important of these patterns 
was intra-indust ry trade, where countries t rade with each ot her in similar 
types of goods. Scale economies, which characterize many indust ries with 
considerable international activities, was another such pattern . 

Since the Heckscher-Ohlin/ Ricardo type of models built on assumptions 
of constant returns to scale and perfect competition, trade theorists were 
obliged to turn to other fields of economic theory to find t he too Is required 
for dealing with t hese patterns . Such too Is were found in t he industrial 
organization (10) literature, which could provide imperfect competition, 
product different iation, increasing returns to scale and strategic interaction. 
At the risk of oversimplifying, it could be argued that the new trade theory 
was created by taking mode Is from the 10 field and distributing the firms 
in those models into separate countries. 

This strategy had a great impact on trade theory, however , as seminal 
papers by Krugman (1980), Lancaster (1979) and Dixit and Norman (1980) 
showed. Sca le economies were now given a role equal to that of comparative 
advantage for generating trade and gains from trade. In fact, as was shown 
by Helpman and Krugman (1985), these could even be synthesized in formal 
models, thus generating comparative advantage-driven inter-industry trade 
(countries specializing in different goods), while scale economies generated 
intra-industry trade (trade in similar goods) . 

II have put the word "new" within quotes, since the Heckscher-Ohlin theory used to 
be called "the modern theory of trade". 
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1.1.1 Strategic trade policy 

While the new trade theory showed its strength by giving new, robust and 
coherent insights into why trade takes place, the normative side - designing 
the appropriate trade policy - did not show the same progress. 

In traditional, perfect competition trade models , the general rule pre­
scribed free trade - with the exception of the argument for an optimal tariff 
for a large country.2 With the use of imperfect competition and oligopoly 
models, however, the door was open to government interventions and the 
normative side soon expanded into a considerable body of literature, re­
ferred to as the strategic t rade policy literature.3 Seminal contributions in­
cluded a series of papers by Brander and Spencer, e.g. Brander and Spencer 
(1983, 1985). 

As the strategic trade policy literature has matured, it has been subject 
to a great deal of criticism, however. Due to its origins in the Industrial 
Organization literature, critics remark upon the absence of universal pol­
icy rules. The diversity of models, with competing assumptions, such as 
Bertrand or Cournot interaction, implies that the desirable government ac­
tions must be defined on a case-by-case basis. This raises questions about 
the practical use of strategic trade policy, as the information requirement 
on government officials is excessive.4 

Another problem is what type of agents receive the government's ass is­
tance. A government is supposed to support its domestic national champi­
ons on rent-yielding international markets against the national champions 
of other countries, which assumes the existence of clearly defined national 
firrns. However, when observing the firms in the relevant, international in­
dustries, these firms are multinational rat her than national - that is, they 
perform production activities in more than one country. 

The question is then how the policy conclusions emerging from this lit­
erature are changed, when the assumption of national firms is excluded. 
Same previous work deals with this issuej the impact of foreign ownership 
on domestic prod uction has been investigated by Dick (1993). Horstmann 
and Markusen (1992) show that the firms' ability to change plant config­
urations limits the extent to which tariff policy can applied. Mezetti and 
Dinopuolos (1991) discuss unionized labor and multinational firms. 5 

In chapters two and three, Subsidizing away exports? - A note on strategic 
trade policy and Strategic Rf3D policy, domestic unionization and multina­
tional finns, I attempt to include the effects of strategic technology policies 

2See , for example, Markusen et al. (1995). 
3Brander (1996) provides an overview of this literature. 
40t her issues, which have a1so received attention in the literature are, general equi­

librium effects, the question of whether the government can really commit to actions 
when firms cannot, and the risk for trade wars between governments. See, for example, 
He1pman and Krugman (1989) , Lausse1 and Montet (1994) and Leahy and Neary (1996) . 

5The model in Mezetti and Dinopoulos (1991) is discussed in chapter three . 



l. Introduction 3 

in this literature. These two chapters investigate how mobile production 
affects the government's incentive to support domestic firms through R&D 
subsidies. 

1.1.2 Multinational fi:rms 

Earlier literature on multinational firms has been synthesized into a com­
mon framework by Dunning (1977, 1981) , known as the OLI-framework, 
dividing the advantages of a multinational firm versus other types of firms 
into three categories: (i) Ownership advantages, (ii) location advantages 
and (iii) internalization advantages6 . 

As these advantages playan essentiai part in three of the essays, I will 
review them more closely. 

• Owne'T'ship advantages refer to ownership of assets, which enables 
these firms to sell on a foreign market. This could be a blue-print, a 
production process or a trade-mark, for example. The distinguishing 
features of such assets are that (i) they are firm-specific, thus giving 
the firm a competitive edge against other firms, but (ii) they also 
act as joint inputs within the firm. The second propert y is of great 
importance, for it implies that the services of these assets can be put 
to use in additional plants at zero or low costs . 

• Location advantages explain why these firms can separate their pro­
duction into plants located in different countries. The obvious reasons 
for the location advantages are transportation costs, tariffs and dif­
ferences in production costs across countries. 

• Finally, the Inte'T'nalization advantages of the firms relate to factors 
explaining why these firms choose to exploit their firm-specific as­
sets internally, when a foreign market is penetrated, and not by li­
censing or selling the assets. Examples of such factors are the non­
exdudability of the knowledge embedded in these assets, and asym­
metric information between the buyer and the seller of such assets. 7 

The OLI-framework has been integrated into the imperfect competition 
models used within the new trade theory. The main contributions include 
Markusen (1984) , Helpman (1984, 1985) , Brainard (1993) , Horstmann and 
Markusen (1992) who incorporate ownership advantages and location ad­
vantages, and Ethier (1986) and Ethier and Markusen (1996) who - in 

6Por an overview of the earlier literature , see Ekholm (1995) and Caves (1996). 
7 A firm wishing to license a production process, say, must convince a potentiallicensee 

of the merits connected to this process, since only the licensor knows its true value. 
But this might lead to the knowledge embedded in the process being dissipated to the 
licensee. Por such reasons, the market for knowledge is prone to failures . 
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addition to ownership and location advantages - also investigate motives 
for internalization. 

Chapter 3, Multinationalfirms, technology and location, exarnines a model 
combining ownership advantages and location advantages. The question 
asked is how a firm's choice between supplying a foreign market through 
exports or local production interacts with the development of its technol­
ogy. That is, I try to model how a firm's ownership advantages interact with 
location advantages. I also provide empirical tests of the predictions of the 
theoretical analysis, by using data on Swedish multinationals provided by 
the Research Institute of Industrial Economics (IUI) in Sweden. 

1.1.3 Agglomeration econom'tes 

The latest branch of the new trade theory is what could broadly be per­
ceived as the literature of trade and geography. Even though some of the 
ideas are quite old, this line of research was initiated by Krugman (1991). 
The use of this type of models has then expanded into a wide range of fields 
in economics.8 

A central concept used in this literature is complementarities. In the 
words of Matsuyama (1993), complementarities arise when the actions of 
two activities reinforce each other. When introduced into economic sys­
tems, pecuniary externalities (the type of complementarity studied here) 
may create circular, cumulative agglomeration processes , which , in t um, 
might give rise to multiple equilibria. In the models used within the new 
trade theory, such agglomeration phenomena are likely to occur due to the 
interaction of trade costs and scale economies. 

The multiplicity of equilibria makes this type of model particularly ad­
vantageous, when issues of under-development are i nvestigated. In the fi­
nal chapter, Cumulative effects of labor market distortions in a developing 
country, I investigate a model where pecuniary extemalities, created by 
verticallinkages between an upstream and a downstream industry, interact 
with labor market distortions. The question in this essay is whether labor 
market distortions can contribute to keeping the economy in a low-level 
equilibrium and, if so, how government policy may be used to shift the 
economy to the high-level, industrialized equilibrium. 

SPor example, the concept of cumulative causation and its impact on growth and de­
velopment builds on previous ideas in Development Economics, such as Myrdal (1957) 
and Rosenstein-Rodan (1943). The new models provide a way of formalizing and ana­
lyzing these issues. 
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1.2 Summary of the main findings 

In chapter two, Subsidizing away exports? - A note on strategic trade policy, 
I use the work-horse of the strategic trade policy literature, that is, the 
Brander-Spencer (1983, 1985) model, where two firms - a horne-based firm 
and a foreign-based firm - compete in exports on a third country's market. 
This model is then expanded to allow for direct investment, by assuming 
that the home firm does not only have the export alternative, but also the 
alternative to produce locally, by incurring an extra fixed cost . The purpose 
of this exercise is to see how the arguments for R&D subsidies are altered, 
when the assumption of an exogenous production structure is removed. 

The standard result in the Brander-Spencer model shows that by reduc­
ing the home firm's costs through productivity-improving R&D subsidies, 
the home government enables the home finn to credibly comrnit to alarger 
production volume, thereby reducing the output of its foreign competitor. 

In comparison, chapter two shows that R&D subsidies indeed work to­
wards increasing the market share of the home firm, while decreasing the 
market share of the foreign firm - as predicted. However, these subsidies 
may have the surprising side-effeet that the home firm also deeides to shift 
from export production to local production. 

This result arises beeause local production always exceeds export produc­
tion, due to a transport cost which can be avoided by direct investment. As 
the firm 's teehnology is applicable to both export production and local pro­
duction, however, a subsidy-induced decrease in the horne firm's marginal 
cost favors direet investment on the margin, for (i) the cost-reduction af­
feets more units in local production, and (ii) the price increase associated 
with the cut-back of the foreign firm's export production also affeets more 
units, if local production is chosen. Hence, even though the R&D subsidy 
increases the market-share for the home firm - exports may drop to zero! 

In chapter three, Strategic technology policy in a model with international 
competition, domestic unionization and multinational firms, I use the same 
direct investment-augmented Brander-Spencer model dealt with in chapter 
two, with the difference that labor can now respond to the threat of a shift 
from export production to production abroad. This approach is based on 
Mezetti and Dinopoulos (1991). 

It assumed that labor and capital share the rents captured on the market, 
and that the division of these rents is accomplished by efficient bargaining 
between the management and a labor union. If a conflict develops, the 
home firm has the capacity to shift from domestic export production to 
local production. 

It now turns out that R&D subsidies, which increase productivity, give 
the home firm a two-fold benefit: (i) Higher productivity en ab les the home 
firm to commit to higher export production, thereby reducing the foreign 
firm's exports - once more, this is the standard rent-shifting effect at work. 
(ii) The home firm's position on the labor market is also strengthened. 
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The latter effect is due to the firm's ownership advantage of its tech­
nology: As the technology is also applicable to local production, the home 
firm's threat-point (or its profit during a conflict) in the bargaining with 
the union also increases. 

When assessing the welfare effects of an R&D subsidy to the home firm, 
the following emerges: If the union emphasizes wages rat her than employ­
ment, the home firm's exports, market share and domestic welfare unam­
biguously increase. On the other hand, if the union emphasizes employment 
rat her than wages, the effects on exports , the market share or welfare, can­
not be signed. 

These different results depend on the way in which the firm uses its 
improved bargaining position: In the former case, it is used with a bias 
towards reducing the union wage, which tends to further increase output. 
In the latter case, it is used with a bias towards reducing employment and, 
hence, production. Part of the commitment effect of the subsidy is then 
lost, as foreign exports increase in response to the decrease in home ex­
ports. Accordingly, the argument for using strategic R&D subsidies hinges 
critically on the shape of the union's preferences. 

In chapter three, Multinational firms, technology and location, the nor­
mative issues are excluded. Instead, the model encountered in the first two 
chapters is generalized into a full three-stage game w here both firms choose 
(i) their respective technology, by deciding a level of R&D, (ii) whether this 
technology is to be used in a domestic or a local plant and, finally, (iii) the 
quantity produced and sold on the market.9 

The purpose here is to first model how a firm 's technology choice interacts 
with the way in which a foreign market is served, and then to test the 
predictions emerging from this theoretical exercise empirically. This will 
give valuable insights into the interaction of ownership advantages and 
location advantages. 

The theoretical results show that the relationship between technology 
and location hinges critically on how the costs of transferring technology 
from domestic R&D labs to affiliates are defined. 

On the one hand, if such transfer cost are truly fixed, in the sense that 
they are independent of the R&D efforts, "high-tech" firms prefer direct 
investment and produce abroad. The mechanism driving this result is that 
savings on trade costs generate an additional incentive to increase R&D 
efforts, as sales increase. This, in turn, increases the wedge in unit costs 
between export and affiliate production. 

On the other hand, if transfer costs of technology are dependent on the 
degree of sophistication of the firm's technology, and accordingly, the in-

9This paper builds on Leahy and Neary (1996), who include stages (i) and (iii), but 
not stage (ii). In contrast to the present paper, the market structure is, accordingly, not 
endogenous. Leahy and Neary prov ide a computational innovation, which considerably 
simplifies the solution to this type of model. 
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crease in R&D efforts, the prediction is reversed and the "high-tech finns" 
tend to choose export production rat her than affiliate production. The in­
tuition for this reversal is simply that when transfer costs are related to 
R&D, increasing the level of R&D is, in itself, a reason for maintaining 
production in the home country. 

The empirical part of the paper shows that within a sample of Swedish 
multinational firms for which data have been collected by the Research 
Institute of Industrial Economics (IUI), the estimation results seem con­
sistent with the latter view.10 Using a two-stage estimation procedure, the 
empirical analys is produces a persistent negative correlation between R&D 
intensity and both the affiliate share of foreign sales (the sum of exports 
and affiliate sales) and the probability that any affiliate sales are recorded. 
These results also seem consistent with findings in US industrial data (see 
e.g. Lall, 1980 and, to some extent, Brainard, 1997) . 

While the first three chapters in this dissertation all build on models 
of international oligopolies, the final chapter, Cumulative effects of labor 
market distonions in a developing country, is based on a somewhat different 
theoretical framework. The paper, which originates in Venables (1996), 
discusses how labor market distortions may have such strong effects that 
they act as an impediment to development. This is done by using a model 
where agglomeration economies arise. 

A small open economy is considered, where an input-output industrial 
structure, scale economies and imperfect competition, create vertical link­
ages and multiple equilibria. In this environment, I introduce an imperfect 
labor market by assuming labor in the downstream industry to be union­
ized. 

It is then shown that if the vertical linkages are sufficiently strong, a 
reform of the labor market, which weakens the unions, may trigger alarge, 
discontinuous expansion of industrial output . This process works through 
the "positive feedbacks" inherent in this type of economy. As the final 
good producers increase production in response to decreased wage costs, 
upstream producers benefit through astronger demand for inputs. This per­
mits the entry of additional upstream firms, and further reduces production 
costs for final good producers, through a more efficient use of intermediate 
inputs. 

While it is shown that a deregulation may have considerable effects on 
industrial production, there are also circumstances when flexible labor mar­
kets are not sufficient, and not even necessary, for industrial take-off. What 
seems to be important is that a number of factors jointly push the economy 
over the edge to industrialization. Constituting such a force, flexible labor 
markets can then be of importance. 

IOFor a description of the IUI database, see Braunerhjelm and Ekholm (1998) . 
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2 

Subsidizing away exports: A 
note on strategic trade policy 

2.1 Introd uction 

In recent years, there has been much debate over so-called strategic trade 
policy. The basic insight emerging from this literature, is that the strate­
gic interaction between firms in international oligopolistic markets, can be 
modified by governments. As a result, the economic rents captured by do­
mestic firms are increased, at the expense of foreign firms. 

Brander and Spencer (1983) formally show how R&D subsidies can be 
used for such purposes. In their model, two firms - a domestic firm and 
a foreign firm - are engaged in Cournot-competition on a third country's 
market . The domestic and the foreign firm produce for exports only and 
the third country exclusively imports the good. By granting subsidies to 
R&D in the domestic firm, thereby lowering its marginal cost, this firm can 
credibly commit to acting more aggressively in the export game which, in 
turn, induces the foreign firm to decrease its exports. 

However, as has been pointed out by Markusen (1995), the ab ove Brander­
Spencer argument simply assumes an exogenous production structure - ex­
port production is always attached to a domestic plant. Assuming t hat the 
market structure is not exogenous, I will show that R&D subsidies can, in 
fact, induce the domestic firm to locate all product ion in a local factory on 
the third market . A subsidy may then have the completely opposite effecti 
exports may deerease, not inerease. 

In the model, the domestic firm is assumed to face the discrete choice of 
either building a domestic plant and export , or to direct invest and supply 
the market from an affiliate. Both alternatives incur a constant marginal 
cost in production e, whereas exports incur an additional transport cost t 
per unit . Thus, variable profits must always be higher in affiliate production 
than in export production. This bias towards using the affiliate is assumed 
to be counterbalanced by a higher fixed cost . 

It can now be shown that an R&D subsidy may tip the balance in favor 
of affiliate production, since technology has the character of a joint input 
or a public good within the firm. Hence, R&D subsidies have the interest­
ing effect of improving the firm's production technology, irrespective of the 
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plant location, thereby lowering the marginal cost in both alternatives. l 
However, affiliate production benefits more from improvements in technol­
ogy than export production, for; (i) affiliate production outweighs export 
production due to transport costs, and cost savings thus affect alarger 
number of units; and (ii) at a lower marginal cost, the home firm can credi­
bly commit to producing a larger output, thus inducing the foreign firm to 
reduce its exports. As this contraction leads to a higher market price, the 
price increase benefits alarger production volume in affiliate production. 

This conclusion is based on some strong assumptions: Only the home firm 
chooses its location, the foreign firm always exports. The firms' technologies 
are exogenously fixed; it is simply assumed that the home government can 
affect the home firm's technology through the R&D subsidy. The foreign 
government is a passive observer of events. Moreover , the shape of the 
demand function may introduce ambiguities . If the demand function is 
linear, or approximately linear, the results hold. For a strong non-linear 
demand, the direct effect still works toward affiliate production, whereas 
the strategic effect cannot be signed. 

Nevertheless, this does not invalidate the point made in this paper, that 
is, the fact that I prov ide an example where the effects of strategic trade 
policy arguments for R&D subsidies may be the opposite to what is antic­
ipated. Accordingly, this paper contributes to examining the robustness of 
the arguments behind the use of strategic trade policy. Dick (1993), inves­
tigating the consequences of foreign ownership, Horstmann and Markusen 
(1992) and Smith (1987) examining tariffs and Flarn (1994), studying vol­
untary export restraints, are other papers with sim ilar aims. 

The paper is organized as follows. Section 2.2 outlines the model and sec­
tion 2.3 investigates how adomestic R&D subsidy affects the equilibrium. 
Section 2.4 summarizes and concludes. 

2.2 The model 

Consider an international industry with two firms producing a homoge­
neous good. Firm 1 is a home-country firm, firm 2 originates from a second 
country which we will refer to as "foreign" . The two firms compete on a 
third country's market, where all demand is located. 

The sequence of events is as follows. In the first period, the home gov­
ernment can issue a subsidy to the home firm, which enables this firm to 
lower its marginal cost.2 In the second period, the home firm implements 

10wnership advantages, that is, know-how of a production process or a trade mark, 
for example, is one of the three pillars of the so-called OLI-framework, synthesizing 
the advantages of multinational firms . See Dunning (1977), Caves (1996) and Markusen 
(1995). 

2Even though R&D is here modeled as "process R&D", this framework may still be 
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its technology either in export production from adomestic factory (hence­
fort h denoted N), or it direct invests and produces in an affiliate in the 
third country (henceforth denoted M). The foreign firm is assumed not to 
have this choice. Finally, we assume that firms act as Cournot competitors 
when market interaction occurs at the end of period two. 

The notation is as followsj q~ is the output choice of firm h in market 
structure i , for h = {1,2} and i = {N, M}. For example, qf is then the 
home firm 's export quantity, and qf1 the production quantity of the home 
firm's affiliate . q!j and qr are the foreign firm's export choices under these 
two regi mes. 

Turning to production costs , it will be assumed that establishing pro­
duction or implementing the firm's technology in the third country is more 
expensive than taking the same measures for export production in a do­
mestic plant . This might be due to a technology transfer cost, or to the fact 
that pre-existing domestic production facilities can more easily be modified 
for new production. Hence, CM > eN . 

Furthermore, the marginal cost in production for each firm in market 
structure i, are given in (2.1) and (2.2): 

e (cp) 

e+t 
ef = e (cp) +t e' (CP) < O (2.1) 

(2 .2) 

Several factors affect production costs. Export production is subject to a 
transport cost or a tariff barrier, t, which can be avoided by direct invest­
ment. In (2.1), the marginal cost can be affected by the government through 
an R&D subsidy, which improves the domestic firm's technology (through 
an increased cp), and reduces its marginal cost . Note that such a subsidy 
reduces the home firm's marginal cost, irrespective of the plant location. 

For market structure i, total profits in each firm are given in (2.3) and 
(2.4): 

ni (qL q2) = [p(qi + q~ ) - el] qi - c i 

nHqLq~) = [P(qi+q~) -e~]q~ -CN 

(2.3) 

(2.4) 

where n; for j = {1,2} indicates the home (foreign ) firm's total profits, 
marginal cost are given by (2.1) and (2.2), and a concave demand, pl(qi + 
q~) < O and p "(qi + q~) :S O, is assumed. 

The first-order conditions in the output game are: 

p(qi + q~) + pl (ql + q2)qi - e~ = O 

p(qi + q~) + pl(qi + q~)q~ - e~ = O 

(2.5) 

(2.6) 

valid for "product R&D", if one considers products as delivering services to consumers . 
If the development of new goods makes such services less costly, this has the same effect 
as a pure cost-reduction in production. See Spence (1984) for a formal argument. 
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. an' . an' 
where ni 1 = =a' and n22 = =a' is an abbreviation of first-order deriva-

J ql 'Q2 

tives. It will be convenient to calculate the effect on outputs q~ from a 
subsidy-induced improvement in the home firm's technology, </>. Following 
Brander (1995) and thus, totally differentiating the above system of first­
order conditions, we can write: 

nLll dq~ + rr1,12dq~ + rr1,I</>d</> 

n~,21 dq~ + m,22dq~ + m,2</>d</> 

o 
O 

(2 .7) 

(2.8) 

where nj,hh for h = {1,2} is an abbreviation of second-order derivatives. 
For example, nfll is the change in the domestic firm's marginal profits 
nfl' due to a s~all increase in its export sales. From the first-order con-, 
ditions, it is obvious that n~,2</> = O, since only a domestic R&D subsidy is 

investigated. Using this information, we can solve for ~ and ~ . These 
are: 

dqi n' ni 
= l,l </> . 2,22 > O (2.9) 

d</> D' 
dq~ ni ni 

= l,l</> .2,21 < O (2.10) 
d</> D' 

where nLl</> = -c;(</» > O, n~,22 = 2P' +P"q~, m,21 = pi +pllq~ and the 
determinant Di can be written: 

Di = nLl1n~,22 - rr1,12nbl 
pi {3pl + pli [q~ + q~]} > O 

2.3 Implementing the subsidy 

To determine the effect of an R&D subsidy on the home firm 's location 
decision in period two, it suffices to compare total profits in the available 
alternatives and then see howaslight decrease in the ho me firm's marginal 
cost affects these profits. 

For this purpose, we define the value function .0.n( q~ (</» ,q~ (</» ,</» as 
the difference between total profits in affiliate and export production: 

i i MM M NN N .0.n(qd</» ,q2 (</» ,</» = nI (ql (</» ,q2 (</>),<1>) - nI (ql (</» ,q2 (</» ,</» 
(2.11) 

The total derivative of this function, with respect to </>, yields (2.12): 

d .0. n 
d</> 
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There are three distinct terms in (2.12); the indirect effect, the strategic 
effect and the direct effect of the subsidy.3 Note that due to the envelope 
theorem, the first term (the indirect effect) , cancels. What can then be 
said about the sign of (2.12)? There are two cases; linear and non-linear 
demand. 

2.3.1 Linear demand 

In this case, we have the following proposition and its corollary. 

Proposition 1 If the demand is linear, then an REJD subsidy that im­
proves the home firm 's teehnology by lowering its marginal eost, tends to 
induee the home firm to ehoose affiliate produetion rather than export pro­
duetion. 

Pro or. In this case, we have pl/(.) = O. Using (2.3), (2 .5) and (2.10), 
(2.12) simplifies to (2 .13) : 

d 6 II e' (el» I [M N] I [M N] 
~ = - 3pl P ql - ql - e (el» ql - ql > O (2.13) 

remembering that e' (el» < O .• 

Corollary 2 Assume that 6 II < O holds initially, so that export produe­
tion is ehosen. Then introduee the R&D subsidy. This may induee the firm 
to ehoose affiliate produetion. 

Proor. Let 6 II < O be small (in absolute value) . This will be the case 
when the larger variable profits in affiliate production do not suffice to 
cover the larger fixed cost in this alternative. Then, by proposition 1, the 
subsidy may reverse the sign of 6 II .• 

Proposition 1 and Corollary 2 then show that R&D subsidies may induce 
the home firm to abandon domestic production and locate all production 
in the third country. 

What is the intuition? First, affiliate production must exceed export pro­
duction, due to the transport cost (qf1 > q{"). Even though the marginal 
cost is reduced by the same amount for a unit of exports as for a unit of 
affiliate production, the cost reduction (e' (el» < O) affects alarger number 
of units in the latter case. Thus, the last term in (2.13), that is, the direct 
effect , must be positive. Seeond, when the home firm's marginal cost de­
creases, it can credibly commit to a higher production volume. As indicated 

by the term - c~}t,) < O, the foreign firm's response is to reduce its produc­
tion in order to prevent a fall in the market price. But contracting foreign 

3 See Tirole (1988) . 
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exports increases the market price, and this price effect, - c~)t) pi > 0, in­
volves alarger production volume, if affiliate production is chosen. Hence, 
also the first term in (2.13), or the strategic effect, must be positive. 

2.3.2 Non-linear demand 

In this case, once more using (2.3), (2.5) and (2.10), and introducing the 
. pll(;+ ;) . . pll( ;+ ;) . . 

elasticities e' =9) 9f q' and e' =9) 92 [q' + q'] as a measure of 
2 P'(9j +92) 2 9 P'(9j +92) 1 2 

the curvature of the inverse dem and function P (.), we can rewrite (2.12) 
as: 

dLiTI I [M1 +e~ N 1+ er] '()[M N] ~ = -c (r:/» ql 3 + 2eft - ql 3 + 2e~ - c r:/> ql - ql (2.14) 

The direct effect is not affected by the shape of the inverse demand 
function - a lower marginal cost on alarger volume still benefits affiliate 
production more, so that the second term is, again, positive. The strategic 
effect is more complicated in this case, however . If P (.) is not too concave, 
in the sense that the elasticities are small, d~4>n > O still holds . But if 
p (.) has a strong curvature, we cannot tell which case - affiliate or export 
production - will yield the strongest effect of the contraction of the foreign 
firm's exports.4 This is due to the fact that the elasticities in (2 .14) should 
be evaluated on different parts of the inverse demand curve P 0 , as the 
total amount sold on the market is discretely dependent on the market 
regime i. Since the strategic effect cannot be signed, the total effect is 
ambiguous.5 

2.4 Conclusions and discussion 

Using an international Cournot model, this short paper has given an exam­
ple where industrial policies with rent-shifting motives generate a somewhat 
surprising result. While increasing the home firm's market share at the ex­
pense of foreign competitors, R&D subsidies may transfer production from 
the home country to an affiliate in the host country. 

4The intuition seems to be the following: It is still the ease that a given priee inerease 
afIects more units if affiliate produetion is chosen (that is, q!;1 > qf"). However, it is 
hard to establish in which ease the foreign firm decreases its output the most, and, 

N 

in turn, in which case the market priee inereases the most (that is , -C' (<fJ) 31+2' 2N S 
+ 'q 

I H.r 
-c (4)) 3+2. M ) · 

q 

5This problem indeed exists in most models involving multinational firms. Since dis-
erete ehanges are eneountered, simulation praetices are often used. For a class of sueh 
models, including general equilibrium efIects, see Markusen and Venables (1998). 
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What policy conclusions can then be drawn from this exercise? If the 
home firm's profit is used as a welfare measure, which is the normal case 
in this literature, moving production abroad increases profits, and hence, 
welfare. If pure rents are our metric, the fact that production is moved 
abroad should be of no concern.6 

Several remarks could, however, be made on this assessment. First, as 
suggested by the new growth theory, the production of certain goods may 
have its own value if externa l economies or spillovers are associated with 
such production. This feature has been used as an argument in favor of 
strategic trade policy (see Brander, 1995). Clearly, the loss of such produc­
tion may then have negative effects . 

Another issue is whether the rents captured on foreign markets are repa­
triated in the same way as if export production was chosen. If this is not 
the case, lower tax-revenues may increase the costs of the subsidy policy in 
addition to the actual subsidies. 

If employment is scarce, maintaining production may be important, at 
least in a political sense. Furthermore, as shown in Norbäck (1998) , even 
if production, in equilibrium, remains in the home country, the political 
economy context can be altered7 . The possibility that production may be 
located abroad extends the effects of the subsidy policy beyond the product 
market to also include the labor market, by shifting the relative bargaining 
positions of the domestic firm and its unionized labor in favor of the firm.8 

In these respects, it is interesting to give the example of Sweden, where 
a generous public policy towards R&D - in subsides or tax deductions 
- has mainly benefitted Sweden's large multinational firms, which dom­
inate the Swedish industry (Davis and Henrekson, 1997). Observers are 
now beginning to take a more sceptical view of government policies tar­
geting these large international firms (Kokko and Blomström, 1995). This 
change of views has taken place while both Swedish unemployment and 
Swedish MNCs overseas operations have been increasing rapidly. 
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Strategic R&D policy, domestic 
unionization and multinational 
firms 

3.1 Introduction 

During the lagt two decades, trade theorists have been incorporating imper­
feet competition and strategic interaction into trade theory. The presence of 
international oligopolistic markets have affected the normative conclusions 
of the new trade theory, so that these differ a great deal from the free-trade 
prescription of the traditional, perfect competition framework . The reas on 
for this is that t he government can alter the strategic interaction in favor 
of its domestic firms and - in the process - seize a larger part of the rents 
on these markets. This is valid, re gard less of the size of a country and has 
proved to be of great interest to governments . From a purely domestic per­
speetive, labor, capital and the government have a common interest and 
can share the proceeds of such activist policies. 

These conclusions have also been subject to strong criticism, however. 
Determining the specific kind of market interaction between firms is crucial 
for choosing the appropriate type of policy. l A possible retaliation from 
other governments might, moreover, lead to trade wars . 

This paper will focus on how a firm is defined in this literature. As hag 
been pointed out by Markusen (1995), a firm is assumed to be synony­
mous with a plant producing in the home country, which obviously rules 
out multinational firms. In reality, however, most international firms - the 
national champions in the above framework - produce in multiple countries 
and in certain countries, Sweden for instance, the activities of these firms 
abroad may, by far, exceed their domestic activities . Therefore, it is very 
important to exarnine how the policy conclusions from strategic trade pol­
icy are altered, when the assumption of an exogenous production structure 

1 Hence, the practical use of strategic trade policy requires that a great deal of in­
formation is gathered by the government and much of the criticism has been directed 
towards this point. Helpman and Krugman (1989) give an exhaustive description of the 
limitations of activist policies. 
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is removed. 
The effects of productivity-improving R&D subsidies in a mode l where 

the domestic firm may choose where to implement its technology, will be ex­
amined. As suggested in the literature on multinational firms, the services 
of a firm's technology are then considered to be available to all production 
facilities within a firm - both in the home country and abroad.2 Since pro­
duction can also be located abroad, the effects of the subsidy policy are 
extended beyond the product market to include the labor market, by shift­
ing the relative bargaining positions of the domestic firm and its unionized 
labor in favor of this firm. 

More specifically, two firms - a horn e firm and a foreign firm - are engaged 
in export competition to a third country, which exclusively imports the 
good. To simplify, only the domestic govemment contempiates granting 
R&D subsidies, and the labor market interaction is restricted to the home 
country, where the firm and a union, representing the employees, bargain 
over wages and employment. The following results arise. 

If the union is wage-oriented, that is, if it puts more weight on wages 
than on employment, an R&D subsidy increases the market share of the 
home firmj a higher productivity enables the firm to commit to higher 
export production. This is the standard rent-shifting effect, as shown by 
Brander and Spencer (1983). But the subsidy also improves the home firm 's 
bargaining position versus the union, as the improved technology also in­
creases its profits, if local production is used. This, in tum, tends to decrease 
the union's wage demands and increases the horn e firm's production and 
market share even further. In this case, domestic welfare, unambiguously, 
increases. The intuition is simply that the pre-subsidy level of exports is 
too low from adomestic welfare perspective, since the wage-oriented union 
will, ex ante, use its bargaining power with a bias toward excess wages. 

If the union is employment-oriented, that is, if it puts more weight on 
employment than on wages, the commitment effect again increases the 
market share of the home firm . But - in contrast to the previous case - the 
union will force the home firm to act more aggressively in the export game, 
which leads to a situation with excessive exports, as compared to a com­
petitive labor market. The home firm will then use its improved bargaining 
power towards lowering production, which, in tum, has an ambiguous effect 
on domestic welfare: On the one hand, reducing export towards the point 
where marginal revenue equals marginal cost, increases welfare. On the 
other hand, reduced home exports incur increased foreign exports. Hence, 
by weakening the union, the firm acts less aggressively in the output game, 
which, in tum, tends to limit the commitment effect of the subsidy. Accord­
ingly, if the union is employment-oriented, the total effect of the subsidy 
on welfare is ambiguous. 

2 See Caves (1996) and Markusen (1995). 
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In the literature, a few papers have introduced unionized labor in a strate­
gic trade policy framework. For example, Brander and Spencer (1988) show 
that a deerease in bargaining power for the union increases exports and wel­
fare, whereas Fung (1995) discusses how rent-sharing can have the same ef­
feet. Neither ofthese papers, however, make any references to multinational 
production. 

The set-up in this paper builds on Mezetti and Dinopoulos (1991), who 
extend the above type of model by using an efficient bargaining process 
(McDonald and Solow, 1981), thereby showing that the comparative statics 
results are crucially dependent on union preferences. Mezetti and Dinopou­
los also discuss the effeets of introducing a credible threat to move produc­
tion abroad, i.e. they allow for multinational production. In their setting of 
import competition, the home firm can credibly shift to producing ab road 
during a strike, and Mezetti and Dinopoulos demonstrate how a tariff on 
imports then deteriorates the firm's bargaining position with the union. 3 

The present paper describes a similar meehanism. It perrnits government 
policy through R&D subsidies to affect and, in fact, reinforce the threat of 
a shift of production abroad. The contribution is then to demonstrate this 
effeet of R&D subsidies, and the possible consequences in a strategic trade 
policy context involving labor unions. 

The paper is organized as follows: Seetion 3.2 describes the model and 
derives the effects of the R&D subsidy on domestic and foreign exports 
and domestic wages. These results are discussed in seetion 3.3. Seetion 3.4 
concludes. To make the presentation clearer, most calculations and detailed 
discussions are provided in appendices. 

3.2 The model 

3.2.1 Structure 

This is a version of a so called third-market model.4 That is, two firms -
a home firm and a foreign firm - compete in exports on the market of a 
third country. No domestic consumption is considered. A special feature 
of the case considered here is that labor is unionized in the home firm 
and demands a share of the firm's profits. Furthermore, the home firm is 
assumed to have access to production facilities in both the home country 
and the third country, that is, it is a multinational firm. For simplicity, only 
the home firm has these characteristics; the foreign firm always exports and 
the labor markets in the foreign country and the third country are both 

3 A tariff will make it more costly for the home firm to supply the home market from 
abroad, which, in turn, decreases the home firm's threat-point. 

4 For a survey of the different types of models used in the strategic trade policy 
literature, see Brander (1995). 
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Stage 1: 

Domestic government sets a 

subsidy s, which is observed 

by both firms and the union. 

Stage 2: 

Taking the foreign export 

as given, the home firm and the 

union bargain over wage and 

employment (exports). 

Taking the exports of the home 

firm as given, the foreign firm 

ehooses i ts exports. 

FIGURE 3.1. The structure of the model 

competitive. 
The game is shown in its "extensive form" in figure 3.1. In the first 

stage, the domestic government grants an R&D subsidy to the domestic 
firm, thus improving its productivity. The level of the subsidy is observed, 
and taken as given, by both firms and the union. In the second stage, the 
domestic firm and the union bargain over wage and employment, for a given 
level of foreign exports. With labor as the only factor of production, these 
negotiations also implicitly determine the domestic firm's exports. In the 
negotiations, the threat-point of the dornestic firm consists of the profit it 
would make if the third market were supplied from a local plant, i.e. if the 
bargaining with the union were to break down. Simultaneously, the foreign 
firm sets its level of exports for a given level of the domestic firm 's exports 
and wages. 

"Backward induction" is used for studying the effects of domestic R&D 
subsidies in this contextj we first solve the wage and output game. Then, 
we let the government increase its subsidy to domestic R&D and infer the 
effects on output, wages and welfare. 

Before going into details, the following convention will be used for nota­
tions. Subscripts indicate firm identity. When required, a superscript M will 
also be used for indicating local production. The absence of superscripts 
indicates export production. Table 3.1 describes the incIuded variables. 



Variable 

name 

q/f 
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TABLE 3,1. Description of variables 

DesC'ription 

wage in the home country paid to union members 

wage in the third country 

wage in the foreign country 

competitive wage in the rest of the home country 

foreign export production to the third country 

when the home finn exports the good 

domestic export production to the third country 

production in the third country by the domestic firm , that is, 

multinational production 

foreign export prod uction to the third country w hen the 

domestic firm produces in the third country 

k constant defined in terms of a and I 

al constant defined in terms of a and I 

a2 constant defined in terms of a and e 
CPI home firm's productivity 

CP2 foreign firm's productivity 

e excess wage elasticity of the union's Iltility 

I employment elasticity of the Ilnion's utility 

a measure of the union's bargaining power 

s subsidy to R&D in the domestic firm by the horn e government 

W measure of domestic welfare, The sum of the horn e firm's profit 

and the aggregat e wage of all employed union members 

\II' (CPI) home firm's "threat-point", Defined as the home finn 's 

reduced-form profit function emerging from multinational production 

P(ql + q2) invers e demand for the homogeneous good in the third country 
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Technology 

Both finns use a CRS-technology, with labor as the single input. For the 
home firm, we have: 

(3.1) 

where ql is the home firm's export choice, L l is the amount of labor em­
ployed and il indicates the productivity of labor. Using (3 .1 ), the home 

firm's cost function is given by (3.2):5 

(3.2) 

Analogously, the cost function for the foreign firm is given by (3 .3) : 

(3 .3) 

where q2 is the export choice of the foreign firm, W2 is the exogenous foreign 
wage and cf>2 is the productivity parameter in the foreign firm. 

The union 

The union is supposed to have preferences over excess wage (Wl - UJl) and 
unionized employment L l of the Stone-Geary type: 6 

(3 .4) 

where UJl is the outside wage interpreted as the competitive wage paid 
for employment in the rest of the domestic economy, and where () and 'Y 
are the excess wage and employment elasticities of the utility function. 
() > O and 'Y > O then measure the relative importance of excess wages 
and employment. Below, the union is employment-oriented (Mezetti and 
Dinopoulos, 1991), if () < 'Y and wage-oriented if () > "f. Note that since 
the home firm uses the CRS-technology (3 .1), the union can, in fact, have 
preferences over excess wages and export production: 

(3.5) 

5 To simplify, fixed costs and transport costs will be ignored. WhiJe such costs are 
easily included, they are not necessary for the results in this paper. 

6See Mc Donald and Solow (1981), and Mezetti and Dinopoulos (1991) . Pemberton 
(1988) derives U (-) as the maximand of a "manageriai union" , with a leadership inter­
ested in size (employment) and union members (i.e the median worker) interested in 
excess wages. Parameters () and 'Y then correspond to the bargaining power of workers 
and leadership, respectively. 
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eollective bargaining 

Domestic wages and exports are derived, using the generalized Nash bar­
gaining solution (Nash , 1950, 1953). For a given level of t he foreign firm's 
export q2 and the subsidy s , t he outcome of t he wage and export (Le. em­
ployment ) bargaining can be derived by maximizing the Nash-bargaining 
product g in (3.6), with respect to WI and qI . 

g 

S.t 

[ MJI-a[ MJa max nI - nI UI - UI 
{W"q,} 

nI = P( qI + qI )qI - et' (WI, q}, cPI) 

n~ = w (cPI) 

(3.6) 

Examining the different terms in the Nash-Bargaining product g more 
closely, a E [0,1] is a measure of the union's relative bargaining power, 
where a = O implies a union without bargaining power. nI is the home 
firm' s profit when the market is supplied by exports , where et' (-) is given 
by (3.2) and P(· ) is the inverse demand for the homogeneous good. nr 
is the profit of the home firm when production is shifted abroad during 
a break-down of negotiations, and this is then the domest ic firm's threat­
point or reservation pay-off. Further comments on this term will be made 
in the next section . Finally, note that the union's pay-off is given by (3.5), 
and that the union 's threat-point is zeroi if outsourcing occurs, no export 
production takes place and zero unionmembers are employed. 

3.2.2 Stage 2 - output and wages 

Now tum to stage 2 in figure 3.1. Inserting (3.2) and (3.5) into (3.6), the 
Nash-Bargaining product can be rewritten as: 7 

7The generalized Nash-Bargaining solution can be derived from a few reasonable 
axioms but can also be given a microeconomic foundation . Binmore et al. (1986) show 
that the generalized Nash-Bargaining solution can be obtained as the limit solution 
of a non-cooperative sequential offer game, when the length of each bargaining round 
approaches zero. 

Following Segendorff (1998) and Binmore et al. (1986), we can t hen rationalize the 
use of these reservations pay-offs as follows: The domestic firm and the union know 
or believe that there exists an exogeneous probability that t he negotiations will break 
down . In that case, outsourcing will occur and the reservation pay-offs will be received . 
The driving force inducing a settlement is then the parties' fear for a breakdown, which 
would prevent the exploitation of the gains of co-operation . 
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The conditions for which this problem is well-posed are discussed in ap­
pendices 3.D and 3.E. In the following, we shall assume this to be the 
case. 

Differentiating (3.7) in WI and ql, the first-order conditions are: 

aB 

= 

(l - a) ql 

CPI [(p - ~ ) ql - W] 

(1- a)) (~- p- Plql) 

(p- ~) ql - W 

(3.8) 

(3.9) 

Dividing and rearranging these expressions result in the contract curve 
(CC) . It shows the locus of all points in the WI, ql-space, where the domestic 
firm's isoprofit curves and the union's indifference curves are tangent to 
each other: 

~ (WI - tVI) = WI - CPI (P + pi ql) 

Rearranging (3.9) yields the Nash-bargaining curve (NBC) : 

[ 
I kW] 

WI = CPI P + (1- k) P ql - q; 

(3 .10) 

(3.11) 

wheretheconstant k is defined as k = I-~lal and k E [0,1], since a E [O, l] . 
Then, the CC (3.10) and the NBC (3.11) will givethe outcome ofbargaining 
over domestic export production, ql, and domestic wage WI for a given level 
of foreign exports q2, the R&D subsidy s and the firm's threat-point W. 
Figures 3.D.2 and 3.D.3 in appendix 3.D illustrate the bargaining outcomes 
for the two cases of a wage-oriented union and an employment-oriented 
union. 

We can incorporate an equation for q2, by noting that the foreign firm 
simultaneously sol ves: 

II2 = max II2 = P(ql + q2)q2 - C2(W2, q2, CP2) 
{q2} 

that is, the foreign firm chooses its exports optimally, given its belief in the 
outcome of the wage and employment (exports) negotiations in the home 
country. Using (3.3), the first-order condition is: 

(3 .12) 

Then, expressions (3.10), (3.11) and (3.12) define the solutions for ql,q2 
and WI in terms of the parameters of the model, that is, they define the 
outcome of the game in stage two. We can now proceed to infer the effects 
of an active domestic industrial policy on these variables, by analyzing an 
increase in the R&D subsidy to the horn e firm. In the next section, we thus 
tum to the decision of the home govemment in stage 1. 
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3.2.3 Stage 1 - RBD subsidies to the ho me firm 

Productivity improvements are introduced in the following way. The home 
firm can produce quantity ql , according to the constant returns to scale 
technology ql = CPl L l · We assume that a government can increase the 
firm's productivity CPl, through an R&D subsidy s: 

dCPl (s) > ° 
ds 

(3 .13) 

This increase in productivity has an interesting effect in this mode!. Note 
that since the services of the firm 's technology asset are available across 
the firm's production facilities, the home firm's reservation pay-off in (3.7) 
can, in fact, be defined as a function of the firm's productivity parameter 
CPl' njJ = 'lI (CPl) ' It is easily shown that this function is also increasing in 
CPl' :~ > O, which is done in appendix 3.A. 

'lI'(cp ) dCPl > O 
l ds 

(3.14) 

Hence, an R&D subsidy will increase the firm's profit when it supplies the 
market by local production, which means that the firm 's threat-point or 
reservation pay-off is increased. 

To derive the effects of an increase in the R&D subsidy to the home 
firm, we differentiate (3.10), (3.11) and (3.12) in ql , q2,Wl and CPu taking 
into account that the government can affect the home firm's productivity 
CPl through the subsidy s, as shown in (3 .13) and (3.14) . A linear inverse 
demand will be assumed. Then, as is shown in appendix 3.B, we can derive 
(3.15): 

= D 
(3.15) 

= 
A.. {w (3-A) +.2 (w _ iV )} _ 3'!>J kW '('!>Jl 
1>1 l A B l l q1 

D 

where D = 3 + (j - 1) A and A = 3 - 2k + ~~~ . The next task is to 

interpret these changes. 



28 3. Strategic R&D policy 

3.3 Results 

First, I will discuss the effects of the R&D subsidy on output and the union 
wage. Second, I will analyze welfare effects. Both issues will be discussed 
in terms of the following propositions. 

3.3.1 Domestic exports and wages, foreign exports 

Proposition 3 When the union has no bargaining power, the effect of an 
R€3D subsidy conforms to the standard strategic trade policy prediction. 

Pro of. No bargaining power for the union implies a = O. But then k = 
l - ~la, = 0, so that A = 3 and D = 3l Inserting these into (3.15), and 

- p -;d w -f;; -;" 7; w 
using (3.10) and (3 .11) , gives: ~ = d > 0, ~ b < ° 
and ~ =0 . 

Proposition 3 then replicates the result in Brander and Spencer (1983) ; 
if the home government subsidizes R&D in the home firm, it can credibly 
commit to acting more aggressively in the export game and increase its 
exports which, in turn, induces t he foreign firm to decrease its exports . 
Union members receive only the competitive wage tUI ' 

Proposition 4 Subsidies to R€3D that increase the home firm's produc­
tivity always affect the home firm 's exports and the foreign firm 's exports 
conversely. For example, if a higher productivity in the home firm increases 
domestic exports, the foreign firm will necessarily decrease its exports. But 
the opposite also holds. 

Proof. This follows immediately from the symmetry in (3 .15) .• 

The result in proposition 4 is also the one expected, as the output of the 
ho me firm and the foreign firm are strategic substitutes . To illustrate the 
more interesting mechanisms in the model, we must assume that D > ° 
always holds in (3 .15). As shown in appendix 3. e, this is always true if the 
union is wage-oriented, () > "f. Although this is also probable in the case of 
an employment-oriented union, it is very cumbersome to derive the exact 
conditions. 

We can then state the following corollary: 

Corollary 5 The impact of the R€3D subsidy through an increase in the 
ho me firm's threat-point, will increase domestic exports, if the union is 
wage-oriented and decrease exports if the union is employment-oriented. 
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The impact on the foreign firm is the converse. 

Proor. Note the impact of the term cf>!k~:(cf>!) > O in (3.15) .• 

Having made these observations, let us now review the ch ange in exports 
in (3.15). 

Wage-oriented union 

First, note that a wage-orientation implies B > {. Then, turning to the 
expression for ~ in (3.15), we can see that there is an additional term 

- (~) c/>~k~Y))) > O, which strengthens the increase in exports above 

the standard term ~Wl > O, discussed in proposition 3. The opposite holds 
for the foreign firm's exports. 

At first, this result seems somewhat counterintuitive. Why would domes­
tic exports increase furlher, if the union is wage-oriented? The union should 
be more likely to try to skim off the subsidy-increased rents by increasing 
its wage demands, which would tend to intimidate domestic exports. 

To see why this is not the case, we must investigate how the subsidy 
affects the bargaining situation. The R&D subsidy creates an improved 
technology. Since this technology is both applicable to a home factory and 
to a factory located in the third country, the subsidy will increase profits in 
both locations, thereby strengthening the home firm's bargaining position 
against the union . Since the union is wage-oriented, however, it will use 
its bargaining power in a biased way towards excess wages rather than 
towards high employment.8 The impact of a better bargaining position 
for the firm will thus weaken the union's ability to obtain excess wages 
and, the competitiveness of the home firm is, in effect , strengthened in the 
output-game. 

Employment-oriented union 

What is the impact of the R&D subsidy, if the union is employment­
oriented? Once more examining ~ in (3.15), the first term in the bracketed 
expression is positive, indicating that the standard effect will increase ex­
ports. But in this case, the increased bargaining power of the firm tends to 
lower production, as is shown by the second term. This might seem odd, 
but the same reasoning applies. An employment-oriented union will use its 
bargaining power with a bias towards employment. The firm is obliged to 

8Differentiating (3 .10), (3.11) and (3.12) in ql, q2, Wl and ~, yields: :C~!) = 

_ (W) -W!l~-k)(PI)2 < O and dC"!J) = - (W! -~Il2P' > O. Note that the increasing 

wage-orientation implies that ~ decreases . For an illustration, compare figures 3.D .2 
and 3.D.3 in Appendix 3.D. 
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be more aggressive in the output game than it would be, if facing a compet­
itive labor market, since higher production creates employment for alarger 
number of union members. However, the increase in the firm's threat-point 
puts the firm in a stronger position against the union and enables it to 
lower production, thereby leaving the total effect ambiguous. 

3.3.2 Union wage, union utility and profits 

After reviewing the effects on output and noting that the subsidy improves 
the firm's bargaining position , what is then the effect on the actual wage 
paid to labor in the home firm? To summarize: 

Proposition 6 The effect of the R€3D subsidy on the union wage is am­
biguous. 

Proor. Follows directly from (3.15) . • 

On the one hand, the standard rent-shifting effect tends to increase the 
wage, which is the first term in the expression for ~ in (3 .15).9 On the 
other hand, the deteriorated bargaining position for the union tends to de­
crease the union wage, as shown by the second term in the same expression. 
Hence, the union wage might even decrease. This result is surprising, but 
arises due to the fact that the subsidy does not only affect the product 
market, but also the relative strengths of the parties on the labor market. 

The ambiguous effects on the union wage makes it difficult to determine 
the effects on firm profits and union utility. It can be shown that the firm 
always gains if the union is wage-oriented, but this is not necessarily true if 
the union is employment-oriented. In the latter case, signing the effect on 
profits is further complicated by the ambiguity in the change of the home 
firm's exports. As explained in the previous section, even though the firm 
enjoys higher productivity, its improved bargaining position paradoxically 
makes the commitment effect of the subsidy weaker when the union is 
employment-oriented. 

Union utility cannot be signed, whatever the union's preferences: The 
increased ftow of rents towards the home firm benefits the union, at a 
given union share of these rents . The union's weakened bargaining position 
tends to decrease this share, however. Finally, due to higher productiv­
ity, a smaller number of union members are employed, at a given level of 
production. 

Fortunately, one can be more specific about the welfare effects of the 
subsidy. 

9 t { WI (~) + ~ (WI - 'IIII)} must be positive since A = (3 - 2k + ~) < 3. 



3. Strategic R&D policy 31 

3.3.3 Domestic welfare 

We have the following proposition: 

Proposition 7 The ho me government can increase domestic welfare by 
R8D subsidies, if the union is wage-oriented. 

Proor. Define domestic welfare as W = [p - ~ ] ql + (Wl - UJl) L 1 , that 

is, the sum of the home firm's profits and the excess wage earned by all 
employed union members.1° By using the production function ql = fjJl L 1 , 

this can be simplified to: 

(3 .16) 

Writing (3 .16) in a reduced form, W (ql (fjJl) ,q2 (fjJl) , fjJl)' we can compute 
the total derivative (3.17): 

dW 8W dql 8W dq2 8W -=--+--+­
dfjJl 8ql dfjJ} 8q2 dfjJl 8fjJl 

Then, using (3.16), (3.17) can be written : 

dW [ I UJl] dql I dq2 UJl - = p + P ql - - -- + P ql- + -z q} 
dcPl fjJl dcPl dcPl cP} 

(3.17) 

(3.18) 

Using the CC-condition (3.10) to rewrite P + p' ql, and inserting this into 
(3.18), we finally get (3.19) : 

dW = [~ (1_1) (Wl _ UJd] dq} + plql dq2 + UJ~ ql 
dfjJl fjJl () dfjJl dfjJl fjJl 

(3.19) 

Since the union is wage-oriented () > 'Y, :1 (1 - ~) (Wl - UJ}) is positive. 

Furthermore, from (3 .15), wage-orientation implies ~ > O and~ < O. 

Finally, since P' < O, we must have: 

• 
Welfare unambiguously increases if the union is wage-oriented. But ex­

pression (3.19) also shows that the welfare change is ambiguous in the case 
of an employment-oriented union. To explain this, I will review the two 
polar cases more closely. 

1°Costs of the R&D subsidy can easily be allowed for. 
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W age-oriented union 

Let us call the three terms in (3 .19) - from the left to the right - the indirect 
welfare effect, t he strategic welfare effect and the direct welfare effect of the 
R&D subsidy. 

Start with the indirect effect, [Jl (1 - j) (WI - UJI)] ~, w hich eontains 

two distinct terms. First, from (3 .15), we know that domestic exports will 
unambiguously inerease in this case, so that ~ > O. As explained in the 

previous section, exports will inerease for two reasons. (i) Higher productiv­
ity in the horn e firm improved its competitiveness in the Coumot-game. (ii) 
The bargaining position of the home firm against the union was improved, 
since the subsidy also increased the profit of the home firm as a multina­
tional and, accordingly, also its threat-point, thus relieving the firm of wage 
pressure. The second term in the indirect effect , Jl (1 - j) (WI - UJ), can 

be written as (3.20): 

8W I UJI 1 ("f) _ - = p + P ql - - = - 1 - - (WI - WI) > O 
8q} <p} <PI () 

(3 .20) 

where we recognize p+ pi ql - 't. as the difference in marginal revenue, M R, 
and marginal eost, MC, in the home firm, when it faces the competitive 
wage for employed labor. ll 

Note that if () > "f, we must have M R> MC and aeeordingly, the home 
firm's export production is too small, eompared to the ease of a eompet­
itive domestic labor market, since exports should be optimally chosen, so 
that the marginal revenue for an additional unit exactly equals the so­
cial marginal eost for this unit. This case is illustrated in figure 3.D.2 in 
appendix 3.D. Thus, inereasing domestic exports should inerease welfare 
(profits) , which is exactly what is shown by the first term in (3 .19) . 

Similarly, the strategic effect in (3.19), P lq} ~ > O, represents the do­
mestic welfare inerease, due to the decrease in foreign exports. By propo­
sition 4, we know that if domestic exports increase, foreign exports will 
necessarily decrease. In fact, we can interpret P lql ~ as follows: ~ < O 
is the decrease in foreign exports due to the subsidy. This redueed sup­
ply of the good implies an increase in the price of ~ pi, which, in tum, 

affects the total volume of domestic exports ql. pi ql ~ then represents 
subsidy-induced transfers of rents from the foreign firm to the domestic 
firm. Finally the direct effect in (3.19), '!1. ql > O, represents direct savings 

in resources required for producing domestic exports. 
These three effects indicate that the R&D subsidy must increase domestic 

welfare, if the union is wage-oriented. 

11 MC = T' where WI can be considered as the shadow price of labor, since this is 
the competitJve wage-level in the rest of the domestic economy. 
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Employment-oriented union 

Once more, start with the indirect effect, JI (1 - ~) (Wl - Wl) ~ . Note 

that if the union is employment-oriented () < " the sign of (3.20) 15 re­
versed. Hence: 

8W I Wl 1 (,) _ - = p + P ql - - = - 1 - - (Wl - Wl) < O 
8ql cPl cPl () 

(3.21 ) 

which implies M R < MC. The union then forces the firm to export a 
higher amount than would be chose n if facing a competitive labor market . 
This is illustrated in figure 3.D.3 in appendix 3.D. However, in this case, we 
cannot sign ~ in (3.15) . On the one hand, the improved competitiveness 
in the home firm works towards increased exports. One the other hand, 
the effect of an improved bargaining position of the firm works towards de­
creased exports, as the union uses its bargaining power with a bias towards 
employment and thus excess production. 

If domestic exports were to decrease, JI (1- j) (Wl - w) ~ > O. The 
indirect welfare effect then increases welfare, since exports are reduced to­
wards a level where the marginal revenue of an additional unit of exports 
equals its true marginal cost, M R = MC. However, from proposition 4, we 
know that ~ and ~ always carry different signs, so that a decrease in 
home exports is accompanied by an increase in foreign exports. Hence, the 
strategic effect will be negative, pi ql ~ < O. In this case, the commitment 
effect of the subsidy is completely off-set by weakening the union. 

In fact, the indirect welfare effect and the strategic effect will always 
carry different signs if the union is employment-oriented. Although the 
direct effect is positive, -:t ql > O, it is then impossible to sign the change 

in welfare. 

3.4 Conclusions 

In Brander and Spencer (1983), it is shown how a government can use R&D 
subsidies to increase the market share of domestic firms on international, 
profitable markets. This result arises since the subsidy increases the pro­
ductivity in the home firm, thereby enabling it to credibly commit to a 
larger export volume. 

The robustness of this result has been checked, by allowing for multina­
tional production and unionized labor. The analysis then shows that union 
preferences have a strong infiuence on the results. 

If the union emphasizes wages rat her than employment, the home firm's 
exports, market share and domestic welfare unambiguously increase. Be­
sides the standard commitment effect, the increased market share is also 
due to the reinforcement of the firm's position on the labor market . The 
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intuition is simply that the firm may shift to local production during a 
strike. Since productivity improvements can also be implemented in such 
production, the firm's threat-point (or alternative pay-off) when bargain­
ing with the union also increases, thus inducing the union to moderate its 
wage demands. Finally, since exports are too low, due to excess wages, an 
increase in exports must increase welfare. 

On the other hand, if the union emphasizes employment rather than 
wages, neither the effect on exports and the market share, nor the effect 
on welfare can be signed. This is basically due to the fact that in this case, 
the union makes the firm produce more than it wouId, facing a competitive 
labor market. By weakening the union, the firm acts less aggressively in 
the output game, and this effect tends to limit the commitment effect of 
the subsidy. 

Hence, the argument for strategic R&D subsidies is strengthened in the 
presence of a wage-oriented union, but ambiguities arise when the union 
is employment-oriented . An evaluation of these results obviously hinges on 
the empirical question of the shape of union preferences. 
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3.A Appendix - The multinational profit function 

In this appendix, the home firm's profit during a conflict with the union 
is derived. This is the firm's threat-point in the bargaining with the union 
and it will be shown that this threat-point is increasing in the subsidy. 

If the home firm serves the market locally, the cost is given by (3.A.l): 

CM( - M ) W3qf1 
1 W3,ql ,4>1 = ~ (3.A.l) 

where qf1 is outsourced production and W3 is the local wage. Note that 4>1 

is also present in (3 .A.l), indicating the public-good character of the home 
firm's technology. 

Using (3.A.l) and (3.3), we can write the profit functions as: 

= (p - w~~f1) qf1 (3.A.2) 

(p - w~~f) qf (3.A.3) 

where nf'1 (with the superscript M), indicates that local production is 
chosen by the home firm, whereas n~ indicates that the foreign firm still 
exports. Having noted this difference, these superscripts will be omitted to 
keep the presentation clear. 

Production quantities are now derived from the following system of first­
order conditions, which defines the outcome of the Cournot game, if the 
negotiations between the domestic firm and the union break down: 

I W3 
nI 1 = P + P ql - - = o 

, 4>1 
(3.A.4) 

(3.A.5) 

where nI 1 = fu!.l.an and n 2 2 = fuuan . ql is the level of local production by the 
l ql ' q2 

domestic firm and q2 is the level of the foreign firm 's export choice. Totally 
differentiating the above system of first-order conditions, we have: 

n 1,11 dql + nI ,12dq2 + nI ,1<1>1 dq4>1 

n 2,21 dql + n2,22dq2 + n 2,2<1>1 d4>1 

o 
o 

(3.A.6) 
(3.A.7) 

where ni,hh for h = {1,2} is an abbreviation of second-order derivatives. 
For example, n 1,11 is the change in the domestic firm's marginal profits 
from a small increase in its local production. It is obvious from the first­
order conditions that n 2,2<1>1 = O, since only adomestic R&D subsidy is 
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investigated. Then, from (3.A.6) and (3.A . 7), we can solve for ~ and ~. 
These are: 

(3.A.8) 

where lll,lCPl =~, ll2,22 = 2pl, ll2,21 = pi and, finally, D = lll,l1ll2,22-

lll,12ll2,21 = 3 (pl)2 > O. 
We can then derive a reduced-form profit function 1}1( <1>1), which we define 

as the home firm's threat-point or disagreement level of profits. 

(3.A.9) 

When the government increases its subsidy to R&D in the domestic firm 
in stage one, (3.A.9) and (3 .A.8) can be used for deriving the change in the 
threat-point as (3.A.1O): 

dw = a ll 1 dq1 (<1>1) + all1 dq2 (<1>1) + a ll1 > O 
d<l>l aq1 dc/J1 aq2 d<l>l a<l>l 

(3.A.1O) 

... ".#-."..-- ~-."..-- ~ 
=0 (+) ( - ) ( _ ) (+ ) 

where we have used ~an = O from (3.A.4), ~an = Plq1 < O and Qfu 
ql q2 acpl 

W3 (~ ) 2 > O from (3 .A.2) . 

3.B Appendix - Comparative statics 

Differentiating the NBC-condition (3.11), the CC-equation (3.10) and the 
first-order condition for the foreign firm (3.12) in q1, q2, W1 and <1>1' we 
obtain the system: 

~ ~ l 
-~ 

O 

[ 
- (P + p i q. l) j 
~ -.!Q.l 

ql CP~ 
O 

(3 .B.11) 

Using Cramer's rule: 

(3 .B.12) 

where the appropriate determinants can be expressed: 
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Dq1 = -2P' 4>~ O {O (P + pi q1) - (I - O) [ 4>1 k~: (4)1) - ;~ ] } 

Rearrange the CC-condition (3.10) into (3.B.13): 

(P + P'q1) = ~O [(O - I) W1 + IWtl 
4>1 

(3.B.13) 

After inserting the ab ove determinants into (3.B.12) and using (3.B.13), 
the desired changes are: 

where: 

D 

D 

.A {w (3-A) +.:r (w _ w )} _ 3p,kw'(pd 
<PIlA e 1 1 ql 

and 

D 

2kw 
A= 3-2k+ pi 2 

q1 

3.C Appendix - The determinant D 

(3.B.14) 

(3 .B.15) 

(3 .B.16) 

(3.B.17) 

Here, it is shown that if the union is wage-oriented, we have D > O in 
(3.15). 

From the definition of D in (3.15), we have D = 3 + (~ - l) A, where 

A = (3 - 2k + ~~~). Rewrite this as: 

D = 3 + (~ - l) (3 - 2k) + (~ - l) ~~~ ql 
(3.C.18) 
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where the lastexpression (3.C.18) is positive if the union is wage-oriented 
or B > "I. Then, note that: 

inf {3 + G-l) (3 - 2k)} = 2k 

Hence, D > 0, if B > "f. In the text, we also assume that D > ° holds when 
"I > B. It is then assumed that the threat-point Il! is not too high, in the 
sense that ° < A < 3. 

3.D Appendix - Graphical illustration 

In this appendix, the results are illustrated graphically. Conditions for the 
bargaining problem (3.7) to be well-posed, are also discussed. 

Figures 3.D.2 and 3.D.3 beloware drawn in the Wl ql -space for a given 
level of the foreign firm 's exports q2 and cannot be used in comparative 
statics exercises. They are only presented for illustrative purposes. The 
different curves are derived as follows: 

Indifferenee curves and isoprojit curves 

Start with the union 's indifferenee curves. These have the slope ~ I (j = 

-~ (Wl - tIJ) < 0, they are of the usual convex form and approach Wl = Wl 
o q, 

p 

W NB 
l 

w s 
l 

FIGURE 3.D.2. The case of a wage-oriented union 
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p 

U(q"w) = O 

cp P (q,+Cb) 

FIGURE 3.D.3. The case of an employment-oriented union 

asymptotically. The union 's threat-point is zero, and the corresponding 
indifferenee curve is simply the straight line Wl = UJl . Turning to the firm, 

the slope of an isoprofit curve is .4:=dw I = p, MR-w, ,where M R = P+P'ql ' 
q, fl q, 

The isoprofit curve for the firm's threat-point is II(q}'Wl) = W(<Pl)' Again, 
this is the profit level of the firm in case of a breakdown in negotiations, 
when the market is served from abroad. 

The contmct zone 

Note that the union's utility is increasing in the north-eastern direction 
and that the firm's profit increases in the southern direction. The area sur­
rounded by the parties' reservation pay-offs, Wl = wf = UJl and I1( ql , Wl) = 
\}i (<PI)' is the contract zone. The contract zone is thus all points (ql' wJ), 
such that both the union and the firm receive at least their disagreement 
utilities. 

For a settlement to be reached, the contract zone must be nonempty. 
Obviously, this implies an agreement such that Wl 2: UJl and I1(q}, wJ) 2: 
\}i(<Pl)' That is, union members require at least the wage predominant in the 
rest of the domestic economy. Turning to the firm, an intuitive condition 
for the latter inequality is that the marginal cost in local production is no 
less than the corresponding marginal cost in domestic production. That is: 

(3.D.19) 

(3.D.19) might be the result of transfer costs arising when production is 
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shifted abroad during a conflict, due to the fact that employees abroad are 
shifted into a new production line, or simply assume the wage level to be 
higher in the third country. 

The CC- and the NBC-curves 

The contmct curve (CC), derived as (3.10) in the text, is one of the two 
bold curves running through the contract zone. It is the locus of all points 
in the ql, Wl-space, where the isoprofit curves and the indifference curves 
are tangent to each other. Differentiating the expression for CC yields 

~ Icc = - 2(~r/>.3.~', so that the contract curve is negatively sloped, if 

the union is wage-oriented (fig 3.D.2) and positively sloped if the union 
is employment-oriented (fig 3.D.3) . In either case, the contract curve is 
linear and starts at Wl = W. 

Now turn to the Nash-bargaining curve (NBC), derived as (3.11) in the 
text. It is convenient to rewrite (3.11) into (3.D.20) : 

(3.D.20) 

which shows that the NBC is a weighted average of the "demand curve" 
CPI P and the "marginal revenue curve" , CPI (P + P' ql), plus a term involving 
the threat-point.12 Differentiating (3.D.20) yields: 

dWII 
dql NBC 

d2WII 
dqf NBC 

CPl [pI (2 - k) + kW1t)] 
_ CPlkW(CPI) < O 

qf 

showing that the NBC is a strictly concave function . 

The Nash-Bargaining solution 

The Nash-Bargaining solution, (qi" B, wi" B), is obtained at the intersec­
tion of the contract curve (CC) and the Nash-Bargaining curve (NBC) . 
Assuming the threat-point W(CPI) not to be too high, the NBC will in­
tersect the contract curve. The Nash-bargaining solution can be compared 
with the outcome with a competitive labor market (wr = Ull)' indicated as 
(qr, wf). Comparing (qr, wf) with (qi" B, wi" B) in figures 3.D.2 and 3.D.3, 
we can verify that the firm under exports, as compared to the socially op­
timallevel when the union is wage-oriented (cf. figure 3.D.2), whereas the 
opposite holds when the union is employment-oriented (cr. figure 3.D.3). 

12q, (P + Plq) is also the firm's dem and curve for labor. 
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3.E Appendix - Second-order conditions 

In this appendix, the second-order conditions for the bargaining problem 
(3.7) are checked. 

From (3.8) and (3.9), we can retrieve the first-order derivatives: 

GW = aB (cPI (p - ~ ) ql - \II ) (3.E.21) 

-(wl-wJ)(l-a)ql 

Gq a, ( (p - ~ ) ql - \II ) (3.E.22) 

- (1 - a)) ( ~ - p - pi ql ) ql 

For a well-posed maximization problem, (3.7) must be concave and the 
matrix Q, defined in (3.E.23), must be negative definite: 

(3.E.23) 

In turn, this requires that IQI > O, GW1 Wl < O and Gq1 ql < O. Using 
(3.E.21), (3.E.22) and (3.B.13), these expressions can be written as follows: 

where al = a, + 1 - a > O and a2 = aB + 1 - a > O. We can see that 
G Wl Wl < O and G ql ql < O are fulfilled. I Q I > O is always the case if the 
union is employment-oriented (r > B). 'Eut IQI > O need not be the case 
if the union is wage-oriented (B > ,). As long as the wage-orientation is 
not too strong, however, the second term within the bracketed expression 
in IQI should be small, and the sign of the determinant should be positive. 
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Multinational firms, technology 
and location 

4.1 Introduction 

Multinational firms (MNFs), that is, firms performing economic activities 
in more than one country, are dealt with in a large and growing literature. 
In this literature, it is generally agreed that firm-specific assets - such as 
marketing ability, product differentiation or technology - playa fundamen­
tal part in explaining the existence of multi national firms. 1 

The propriety ownership of such assets can be considered to have two fun­
damental properties: (i) In an environment of market rivalry, they enable a 
firm to overcome any additional costs - such as communication, transport 
or start-up costs - arising from expanding a firm's home-market operations 
into foreign markets, and (ii) within the firm, they have the characteristics 
of a public good or a joint input, which creates firm-Ievel scale economies . 
An example of this is that knowledge of a production process is not con­
nected to a single physical unit, and can be put to use in other factories at 
low additional cost s.2 

These features have been incorporated in recent imperfect competition 
models of multinationals in a number of papers, for example, Horstmann 
and Markusen (1992), Brainard (1993), Ethier and Markusen (1996) and 
in a series of papers by Markusen and Venables (1996a, 1996b, 1998). In 
general, they show that firms are more likely to expand production across 
borders, when the proximity to consumers is important, due to high trade 
barriers or trade costs (t), and when firm-Ievel fixed costs (F) are high, 
relative to plant level fixed costs (G) . F then refers to fixed costs incurred 
in developing the firm's propriety assets , whereas G refers to fixed costs 
t ied to an actual production unit . 

In this type of model, the level of the firm-specific fixed cost F is typically 
exogenously fixed and therefore independent of how the firm serves its 
markets. This implies that the quaiity or the size of the firm-specific assets 
is not dependent on whether the firm chooses to expand sales across borders 
by producing abroad or exporting, or even by refraining from foreign sales 

1 See Dunning (1977) and Markusen (1995) . 
2The characteristics of a public good in these assets a1so imply that these are most 

profitably utilized within the firm, due to problems of asymmetric information and 
controi over technology or quality, for example. 
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altogether . 
But - as has been suggested by Caves (1996) - a firm may not only ex­

pand sales abroad in order to draw on its propriety asset, it may also be 
done to gain resources to develop this asset.3 This suggests a modified ap­
proach, which does not only endogenize a firm's choice of location for its 
production, but also models how this location choice affects the develop­
ment of its propriety asset.4 Hence, in contrast to the earlier work, this 
paper attempts to mode! this interaction and - in the process - investigate 
how the development of a firm's technology is related to its choice between 
export or foreign production, as its alternative ways of serving a foreign 
market. To the best of my knowledge, the only recent work sharing this 
approach are Sanna-Randaccio (1998), Sanna-Randaccio and Petit (1998) 
and Pavelin (1997). 

To this end, it will be assumed that a firm's propriety asset can be 
represented by its technology, and that these assets can be enhanced by 
investing in costly R&D. While "process R&D" simplifies the analysis, the 
results in the paper also extend to other types of propriety assets. 5 

More specifically, I use a Cournot-framework with endogenous technol­
ogy and an endogenous market structure, developed from Leahy and Neary 
(1996), where two firms compete on a foreign market. 6 In the first pe­
riod, the firms invest in costly R&D to improve their technologies, thereby 
decreasing their unit cost of production . At the beginning of the second 
period, they either implement their technology in an affiliate which sup­
plies the market from a local plant, or in a domestic plant which supplies 
the market by export production. Given these location choices, Cournot 
competition then takes places at the end of the second period. 

When faced with the decision of what investments should be made in 
R&D and where to locate the technology, the firms take the fact that export 
production is subject to a trade cost into '-account, whereas implementing 

3Fors (1996) and Svensson (1996) do find evidence of a two-way relationship between 
foreign sales and R&D, but they do not address the question of how foreign sales are 
divided by export and affiliate production. 

4 In Brainard (1993), firms develop their technologies by investing in Research and 
Development (R&D). A fixed R&D requirement is used in her paper, however, when a 
firm decides whether to produce abroad or to export. 

5 Assumptions based on Bertrand competition with differentiated products were also 
made, and the results seem robust to this type of market interaction. This was also 
the case with a simple model of quality improvements. In addition, a framework with 
.. process R&D" may still be valid for .. product R&D", if we consider products as 
delivering services to consumers. If the development of new goods decreases the costs of 
such services, the effect is similar to that of a pure cost-reduction. See Spence (1984) for 
a formal argument. 

6Leahy and Neary (1996) study strategic trade policy in the tradition of Brander and 
Spencer (1983, 1985). In contrast to the present paper, this literature does not allow for 
FDI. 
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the technology abroad is more costly, due to technology transfer costs. 7 

When solving the model, the nature of the transfer cost tums out to be 
crucial. If transfer costs are independent of the R&D choice of the firm, 
high-tech firms will choose foreign direct investment (FDI). If transfer cost 
are related to R&D leveIs, on the other hand, the opposite holds. In the first 
case, FDI tends to be chosen, since larger sales are facilitated by avoiding 
trade costs of physical goods. This, in tum, boosts R&D expenditures, 
thereby increasing the difference between the two alternatives in marginal 
costs. In the second case, however, increasing the level of R&D is, in itself, a 
reason for maintaining production at home, since transfer costs are related 
to R&D. 

I then proceed to test these predictions on a data set consisting of Swedish 
multinational firrns, provided by the Research Institute of Industrial :Eco­
nomics (IUI) in Sweden. Both countries with foreign production and coun­
tries exclusively supplied by exports, are included in a two-stage estima­
tion procedure. Furthermore, the simultaneity problems often encountered 
in other studies are also avoided by instrumenting for R&D and using the 
share of foreign sales accounted for by overseas affiliate production as the 
dependent variable in the OLS-regressions. 

The empirical analysis produces a persistent negative correlation between 
R&D intensity and the affiliate share of foreign sales, on the one hand, and 
the probability that any affiliate sales are recorded, on the other. It may 
seem surprising that high-tech production, on the margin, shows a prefer­
ence for export production rat her than affiliate production. This result is, 
however, robust in the following way: 

• It is explained theoretically by relating technology transfer costs to 
the technology level of production. 

• Examining the results in Brainard (1997) more closely, her US data 
shows that an increase in R&D increases both exports and affiliate 
sales, but the response in exports is much stronger. This indicates 
that our findings may not be unique to this specific sample.8 g 

• The effects of transport costs, scale economies at the plant level and 
experience of foreign production are similar to the results in Brainard 
(1997), Ekholm (1998) and Swedenborg (1982). 

7Teece (1977) provides strong evidence for the existence of such technology transfer 
costs. 

BWhile Brainard's results on levels of export and affililiate sales indicate that her 
data replicates our negative relationship between R&D intensity and the affiliate share 
of foreign sales, she does, however, lind that R&D increases the probability of linding 
affiliate pro duc tio n in a country. 

9Lall (1980), who also uses VS industry data, linds that the share of exports, out of 
foreign sales, is positively related to R&D. 
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Finally, some restrictions of the theoretical model should be noted. We 
abstract from any home market influence on the choice between FDI and 
exports. This assumption simplifies the analysis, but does not seem too 
restrictive when the focus is on a country like Sweden, where the home­
market may be of neglible size for its large international firms .10 Moreover, 
there are no local firms. Hence, I also abstract from possible licensing agree­
ments. For functional forms, I use linear and quadratic functions . While this 
approach supports analytical solutions, future research should incorporate 
more general function forms. 

The paper proceeds as follows: In section 4.2, a theoretical framework is 
derived. In subsections 4.2.2 and 4.2.3, this model is explored under two 
alternative assumptions of how technology is transferred. In Section 4.3, an 
empirical analys is based on our findings in section 4.2 is performed . Section 
4.4 concludes. 

4.2 Theory 

In this section, a theoretical attempt is made to study the interaction be­
tween the R&D decisions of different firms and their choice between local 
and export production, as alternative means of serving a foreign market . 
First, the general structure is presented and the notation is explained. 
Then, two almost identical models are presented, which differ on ly in their 
assumption of the cost of transferring technology. 

4.2.1 Structure 

The structure of the complete game is illustrated in figure 4.1. Imagine an 
international industry with two firms, firm l and firm 2, both pro duc in g a 
homogeneous good. These firms mayor may not originate from the same 
country. The demand is located in another country, which may be con sid­
ered as the world market for the good in question . Thus, we assume away 
any potential demand effects from the home market of these firms . 

The sequence of events is as follows: In the first period, the firms invest 
in costly R&D. We assume the technological leve l of the firms to be rep­
resented by their cost levels, and that R&D lowers their marginal costs. 
At the beginning of period two, they implement their technology either 
in export production from adomestic factory (henceforth denoted N), or 
they make direct investments (henceforth denoted FDI) and produce in an 
affiliate abroad (henceforth denoted M). Finally, firms are assumed to act 

10 Although more difficult to handle, similar results may be derived in a model where 
home-market effects are accounted for. This is shown in Sanna-Randaccio (199S), Sanna­
Randaccio and Petit (199S). 



4. Multinational firms, technology and location 47 

R&D 
expenditures 

Period 1 

Location Quantity 
competition 

period 2 

FIGURE 4.1. Structure of the game 

as Cournot competitors, when market interaction takes place at the end of 
period two. 

Since the model involves two firms acting in four potential market struc­
tures, the notation can easily become complicated. The convention here is 
to use subscripts for denoting firm identity, and superscripts for denoting 
market structure. For example, q~ is the output choice of firm h in market 
structure ij, for h = {I, 2} and ij = {N, M}. To be more eonerete, for 
h = 1, i = N and j = M, qf" M is the export quantity of firm 1, when firm 
2 has chosen FDI and established an affiliate. 

4-2.2 Modell - Fixed technology transfer costs 

The marginal cost in production for each firm in the market structure ij, 
is given in (4.1): 

e~ e~ - ()x~ ( 4.1) 

eJ: = CO+t, 

where () and CO are positive constants. Several factors affect the production 
costs. From (4.1) , we can see that the firms choose levels of R&D, indicated 
by x~ , which lower their marginal costs. Export production is also subject 
to a transport cost or a tariff barrier , t, which can be avoided by FDI. 

The inverse demand is given by (4.2) : 

( ij + ii) .. ql qz 
p tJ = a _ -'----"-­

s 
(4.2) 

where a > O is a demand parameter and s > O can be interpreted as a 
measure of the size of the market. The total profits in each firm for the 
market structure ij, are given in (4.3) and (4.4) : 

(4.3) 

= ( 4.4) 
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In both (4.3) and (4.4), the first term indicates variable profits and the 
last three terms indicate different types of fixed costs. From the left to the 
right, these fixed costs are as follows: 

First, R&D is assumed to incur quadratic costs, so that x~ gives rise to 

firm-specific fixed costs of "le x~!) 2, where 'Y is a positive constant. l1 Note 
that this term corresponds to the F-type of firm-specific costs discussed in 
the introduction, which are usually modelled as exogenous in the literature. 
Here, these costs are endogenous. 

Second, both firms are assumed to have production units at home, but 
initiating production abroad involves additional plant-leve l investments. 
Plant-Ievel fixed costs are then defined in (4.5):12 

ei _{ e, 
1 - o, 

for i = M 
for i = N 

for j = M 
for j = N 

( 4.5) 

Third, following Teece (1977), technology transfer costs for implementing 
the technology in a factory located ab road are assumed to be higher. To 
simplify, let us normalize such that new technology can be implemented 
at home without cost, whereas an additional cost T of transferring the 
technology abroad arises, since it must be adapted to local conditions. 
Then, we have 

Tf = { T, for i = M T~ = { 
T, for j = M 

(4.6) 
O, for i = N O, for j = N 

Profit maximizing production quantities, ij 
qh' are chosen so that (4.7) 

must hold: 

aITtj ij 
__ h _ _ Ftj _ ij _ ~ - O 
aq~ - ch s- h = 1,2 (4.7) 

where we have used dpij = _l from (4.2). Furthermore, we shall assume 
dq;: s 

R&D to be chosen in order to minimize costs.13 In other words, the firms 
choose R&D leveIs, x~, taking the production levels implied by (4.7) as 

11 See Cheng (1984). 
12Equation (4 .5) mimics the effect of plant-level fixed costs in a model, including a 

home market (e.g. the Horstmann and Markusen (1992) type of model). In this case, 
multinational production incurs costs of 2G, versus concentrated export production re­
quiring G only in plant-level fixed costs. 

13That is, a firm bases its cost-mimimizing R&D expenditures on where it believes the 
opponent will implement its technology at the beginning of period two. It is straightfor­
ward to also explicitly allow the firms to take the strategic effect of R&D on output in 
the Cournot game into account . But - as tedious calculations will show - this does not 
qualitatively change the results. 



4. Multinational firms, technology and location 49 

given. Optimal R&D levels then require that (4.8) must hold: 

an~ _ O ij ij _ 
··-qh-"(xh-O 

ax~ 
h = 1,2 (4.8) 

dcij 

where =,..,. = -O is derived from (4.1). Using (4.2) and (4.7), optimal 
dx;; 

production quantities are given by (4.9): 

2 ij ij 
ij a - cI + c2 

ql = s 
3 

a - 2cij + cij q~ = S 2 1 
3 

(4.9) 

From (4.8), we can solve for the optimal R&D levels. These are given in 
(4.10): 

O .. 
ij _ _ q') 

Xl - "( 1 , (4.10) 

As shown by Leahy and Neary (1996), the linear specification then allows 

us to solve all endogenous variables in a parameter 7], defined as 7] = e~s :2: 
O, which may be interpreted as the relative return to R&D. Note that 7] 
is zero, if R&D is completely ineffective (O = O), inexcessively expensive 
("( = 00) or if the size of the market is very small (s = O). 

To ensure well-behaved solutions, the following assumptions are required: 

Al The parameter values are such that both firms always have strictly 
positive marginal costs which, by (4.1), implies that ch > Ox~ holds. 

A2 The parameter values support both firms being active in all market 
structures. This, in tum, implies cases where 7] < 1.14 

In appendix 4.D, it is shown that the latter assumption guarantees that 
the second-order condition for the firms' maximization of (4.3) and (4.4) is 
fulfilled. 

Then, by inserting (4.10) into (4.9) and using (4.1), we can solve for the 
optimal production levels of bot h firms in the market structure ij. The 
production quantities of firm 1 in the four possible market structures are 
then given in (4.11): 

qfN 
A-t MN A(l-7])+t 

(4.11) = s-- q =s 
3 - 7] ' 1 (1 - 7])(3 - 7]) 

qfM (1 - 7])(A - t) - t A 
s (1-7])(3-7]) , 

qMM =s--
1 3 - 7] 

14From (4.11) and (4.12) below , it is clear that O:S; 1/ < 1 is a necessary condition for 
an interior solution of the model, where both firms are always active in equilibrium . 
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where it will be assumed that A - t > O and A = a - ca > 0.15 The 
quantities for firm 2 are given in (4.12) : 

A-t NM A(l-1'))+t 
s3_1')' q2 =s(1-1'))(3-1')) 

(l-1'))(A-t) -t 
s (1-1')) (3 - 1')) , 

A 
qMM =s--

2 3-1') 

(4.12) 

Note that since firm 1 and firm 2 face symmetrical cost conditions, (4.11) 
and (4.12) are completely symmetric. 

We can then use (4.3), (4.4), (4.7) and (4.10) for deriving expressions for 
the total profits of the firms. In the market structure ij, we have: 

n~j (1')) 7r~j (1')) - T; - G~ ( 4.13) 

= 1 ( .. )2 .. 
2s q? (2-1'))-T;-G~ 

nV (1')) = 7rV (1')) - T~ - G~ (4.14) 

= 21s (q~jf (2 -1')) - T~ - G~ 

where variable profits are denoted 7r~ (1')) and production quantities are 
given by (4.11) and (4.12), whereas fixed costs are given by (4.5) and (4.6). 
Note that both profit expressions are functions of 1'), that is, the relative 
return to R&D. 

Equilibrium market structure with fixed transfer costs 

To illustrate the workings of this model, let us explore the variable profit 
function of, say, firm 1, in the NN and MN structures. We can state and 
prove the following proposition: 

Proposition 8 The variable profits of firm 1 for exporting 7rf N (1')) and its 
carresponding profit in affiliate production 7rf1 N (1')), when firm 2 exports, 
are both increasing in the relative return to R&JD, 1'). However, affiliate 
production always yields higher variable profits than export production and 
affiliate profits 7rrN (1')) increase at a faster rate in 1'), compared to export 
profits 7rfN (1')). 

15These conditions are necessary in order to guarantee that export production is prof­
itable. 
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Proor. Calculations show that 

a7rNN __ l _ 

aT) 

a7rMN __ l_ 

aT) 

= 

s (A - t)2 (1 - T)) 
- >0 
2 (3-T))3 

~ (A(1-1))+t)(A(1-1))3+t(13-121)+31)2)) > O 
2 (1-1))3(3-1))3 

st (2-1))2(2A(l-1))+t1)) 
2 (1-1))2(3-1))2 

~ t (2 - ) 2A(1-1))(4-31)+1)2)+t(6-21)2_1)+1)3) O 
2S T) (1-1))3(3-1))3 > 

since T) is restricted to take on values between zero and one .• 

What is the economic intuition behind proposition 8? First, the profit in 
export and affiliate production increases in T) simply because a higher return 
to R&D implies high er spending on R&D, thereby lowering the marginal 
costs. The remaining claims in the proposition require some further elabo­
ration, however . 

Since FDI avoids the transport cost, larger sales in affiliate production 
also imply increased spending on R&D, as compared to the alternative of 
exports. Accordingly, production will expand further, due to lower produc­
tion costs and a contracting output of firm 2.16 Therefore, the difference in 
marginal cost s between t he two location alt ernatives will exceed t he t rans­
port cost t , as T) increases. T his can be seen in (4. 15) , where t he difference 
in marginal costs , 6e (T)) = ef" N (T)) - ej'f N (T)) , is evaluated using (4. 1) and 
(4.11). 

= ( T)(2-T))) 
t 1 + (1 _ T)) (3 _ T)) > O (4. 15) 

2 3 - 3T) + T)2 O 
t 2 2 > 
(l-T)) (3-T)) 

FDI then always allows the firm to obtain a more cost-efficient technol­
ogy, favoring FDI. This efficiency bias is larger, the higher is the relative 
return to R&D, T), which is the reason why affiliate profits are more resp on­
sive in T) . 

It can also be shown that similar properties are present in the remaining 
production structures . The information needed for solving the equilibrium 
production structure is collected in proposition 9. The proofs are submitted 
in appendix 4.A. 

16From (4.11), we have qf:1N - qfN = st(l-~)clL1)) > O. Then by (4.10), xf:1N -

NN > O Al t th t NN MN - t 1 > O .§... (NN MN)_ Xl . so no e a q2 - q2 - S (1 1))(3 1)) '01) q2 - q2 -

2 2-1) O 
st (1-1))2(3-1))2 > . 
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Proposition 9 Variable profits in market structures, NN, MN, MM and 
NM, have the following properties: 

87rj'1 N 8 MM 8 NN 87r NM > 
> O, ~>O ~>O ~-O 

8"'1 8"'1 ' 8"'1 8"'1 <: 
7rMN 

1 > 7rNN l , 7rMM > 7rNN 
l l ' 7rMM > 7rNM 

1 l 

7rNN > 7rNM 7rMN > 7r MM 
8(7r~N - 7r i'N} 

>0 1 1 , l l ' 8"'1 

8( 7r~ M - 7r i' N) 

> O, 
8 (7rj'1 M - 7r i'M} 

> O, 
8(7ri'N -7rf"M) ~O 

8"'1 8"'1 8"'1 < 

Proor. See appendix 4.A .• 

Using the information in proposition 9, we can now solve for the equi­
librium produetion structure by letting firm 1 and firm 2 choose their re­
spective location in order to maximize their total profits, that is, variable 
profits net of fixed investment costs in (4.13) and (4.14). 

Using our assumption that only afIiliate production bears plant-specific 
eosts G > O and transfer costs T > O, figure 4.2 illustrates how the equi­
librium market structure depends on the relative return to R&D, TJ . Four 
total profit curves are drawn - one associated with each possible production 
structure. Once more, it can be noted that the symmetrical cost-conditions 
imply n;j (TJ) = n~i (TJ), for ij = {N,M}.17 For expositional reasons, the 
notation for firm 1 has been used. 

Depending on the size of the relative rate of return to R&D, TJ , three 
types of Nash-equilibria in locations can arise: 

First, for TJ E [O, TJB), it can easily be seen that export production (NN) 
is the unique Nash-equilibrium, corresponding to the AB-segment in figure 
2. At lower values of TJ, the firms spend less on R&D, which results in 
higher marginal costs. Therefore, the advantage of avoiding the transport 
eost in affiliate production is not sufficient to cover the higher plant-level 
fixed cost . 

Second, for TJ E [TJB,TJE], the market structure will be an asymmetric 
Nash-equilibrium (MN or NM), where either firm 1 or firm 2, but not both 
firms, ehooses direct investment. As expressed in figure 4.2, this means that 
as TJ increases, one firm moves along the Be-segment, while the other moves 
along the DE-segment. 

The intuition behind this asymmetry is the following: Affiliate profits, 
nf>1N (TJ), are more responsive in TJ than export profits, nfN (TJ), so that 
the curves intersect at point B. But, while an increasing TJ increases the 
incentive to outsource export production in both firms, it will only be prof­
itable for one of the firms to move. This is due to the fact that when 
the competitor direct invests, it can support a lower marginal cost through 
larger sales, which, in tum, lowers the market price. This will affect affiliate 

17parameter values set at A = 5, s = 5, t = 0.2, G = 1.9 and T = 0.6. 
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FIGURE 4.2. Equilibrium market structure in model l 

production more negatively than export production in the firm contempIat­
ing direct investment, due to the higher production volume in the former 
alternative. 18 

Third, increasing 'TJ from 'TJE' the market structure once more becomes a 
symmetric Nash-equilibrium, but an equilibrium where both firms choose 
FDI (MM). At higher levels of 'TJ, the advantage of supporting a much 
lower marginal cost when affiliate production is chosen, is sufficient ly strong 
to induce the exporting firm to direct invest, despite the presence of the 
competitor's affiliate. This is shown as the movement along the EF-segment 
in figure 4.2. 

The equilibrium market structure can then be summarized as the two 
paths ABCEF and ABDEF in figure 4.2, which gives rise to the following 
proposition. 

Proposition 10 The firms tend to be more inclined to choose affiliate pro­
duction instead of export production, the larger is the relative return to 
RfjD, 'TJ . But, while larger values of'TJ tend to promote affiliate production, 
affiliate competition may require an even higher 'TJ to induce direct invest­
ment. 

l8To see this , note that the profit function in (4.13) and (4.14) is convex. Furthermore, 
afliliate production is always higher than export production, due to the transport cost. 
It must then be the case that any change that expands output in both alternatives , 
increases profits more in afliliate production . Thus , any change that contracts output in 
both alternatives decreases profits less in export production. The latter is the outcome 
of an FDI-induced decrease in the marginal cost of the foreign firm. 
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FIGURE 4.3. The MN-NN structure in model l. 

0.4 11 

Accordingly, the model predicts that firms in knowledge-intensive indus­
tries, that is, industries with a relatively high relative return to R&D, are 
inclined to locate production abroad, while the opposite holds for firms in 
industries with a lower return to R&D . 

Comparative statics 

In this section, I will infer how the ab ove prediction is affected by various 
exogenous changes. The previous section identified two critical values of 
Ti, associated with points B and E in figure 4.2: TiB' which is the level 
where one of the two firms will direct invest and 7JE' which is the level 
where the remaining firm will also establish an affiliate. Comparative statics 
then involves investigating how 7JB and 7JE are affected by changes in the 
exogenous variables of the model. As it is straightforward to show that 
7J E is affected in a, qualitatively, identical way as 'TJ B' I will focus on the 
behavior of 7JB and, without loss of genera lit y, assume that firm l is the 
firm which ehooses FDI at B. To keep illustrations simple, I also reproduce 
point B and its corresponding profit curves, nf4 N and ni" N, in figure 4.3. 

For a given value of the vector of exogenous variables, z, 'r/B is defined 
by the equality (4.16), stating an equalized profit in export and affiliate 
production. 

(4.16) 

Using the implicit function theorem, straightforward differentiation yields 
expression (4.17), which shows the effect on 'r/ B of an increase in the exoge-
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nous variable z. 

d"lB 
dz 

8(fli"'"N -fli'N) 
8z 

8(fli"'"N -fli'N) 
81/ 

( 4.17) 

In table 4.1 below, we evaluate (4.17) and report the signs of these deriva­
tives . The explicit expressions are given in appendix 4.B. The first column 
indicates an increase in the exogenous variable z, while the second column 
shows the corresponding qualitative effect on "IB . A decrease in "IB is indi­
cated by a minus sign, an increase in "IB by a plus sign. Finally, the last 
column gives the "marginal effect" on the firm 's incentive to choose FDI 
and locate production abroad. This sign can be interpreted as the effect on 
the location decision in a marginal firm endowed with a relative return to 
R&D of"lB. 

TABLE 4.1. Comparative statics results in model 1 

Variable name Effect on "IB Marginal effect on 

FDI·decision 

G + 

T + 

+ 

Let us then review the signs in table 4.1. Begin with the effect of higher 
transport costs. An increase in t willlower "IB and induee the marginal firm 
to produce abroad. This oecurs since the marginal eost in export production 
does not only inerease due to inereased transport eosts, but also due to the 
faet that a less extensive export production lowers R&D expenditures. In 
addition, higher transport eosts also reduce the exports of the eompetitor, 
whieh inereases affiliate production and R&D expenditures, thereby redue­
ing the marginal eost if FDI is chosen . These effects magnify the differenee 
in marginal costs between export and affiliate production (cf. eq. 4.15), 
whieh, in tum, allows profits in these two alternatives to be equalized at a 
lower "IB.1 9 Hence, higher transport eosts favor FDI, since alarger range 
of "I permits direct investment. 

The effeets of other variables can be deseribed in a similar way. It is not 
surprising that an inerease in the plant-level fixed eost G benefits export 

19In figure 4.3, nf-1N (7)) shifts upwards and nfiN (7)B' z) shifts downwards, thereby 
causing a fall in 7)B' and alarger range of firms will face profitable FDI possibilities. 
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production, as it increases 'f)B and contracts the range over 'f), whieh allows 
for FDl. When e is inereased, affiliate production requires a larger relative 
return, 'f) , in order to equalize total profits between the two alternatives . 
In the same way, alarger technology transfer eost T also inereases 'f) B and 
decreases the range over which FDI oeeurs. 

4·2.3 Model2 - Variable transfer costs 

Foreign investment may weil be more expensive than domestic alterna­
tives, but transfer eosts may also quite possibly be associated with the 
technologieal level, that is, with the R&D level. More eomplex teehnologies 
may require doser interehange of information with manufacturing, thereby 
inereasing eommunieation and information eosts if produetion is loeated 
abroad. Indeed, Teece (1977) finds, among other things, that transfer eosts 
inerease with teehnologieal eomplexity.2o 

We ineorporate variable transfer eosts by rewriting profit expressions 
(4.3) and (4.4) in the following way: 

( 4. 18) 

(pij ij) ij ,((1+60x;;)2 ej 
- C2 q2 - 2 - 2 ( 4.19) 

= (p;j_,q)q~_ 1 (:n' -Yl-cj 

In (4.18) and (4.19), marginal eosts, inverse demand and plant-specifie 
eosts are still defined by (4.1), (4.2) and (4.5). However , whereas we as­
sumed the transfer eost T to be fixed in (4.6), the transfer eost in (4.18) 
and (4.19) is now made dependent on the actualleveI of R&D. This is done 
by introducing a parameter 8, sueh that 8f! = 8 > 0, if FDI is chosen and 
8r: = 0, if export production is chosen. It simply means that a given level 
of R&D, x, equally lowers the eost of production, irrespective of loeation 
(cf. equation (4.1)), but that the implementation of the teehnology ab road 
requires additional R&D efforts of 8x. From (4.18) and (4.19), we can then 

20In a general sense , locating production abroad may also generate other types of 
costs: Horn and Persson (1998) show that if FDI requires acquisition of local assets, 
competition between the firms contempiating such investment decisions may increase the 
price of these assets. When producing abroad, there is a greater risk that the technology 
is dissipated, which requires additional measures for protecting firm-specific assets. 
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restate the resulting transfer costs as: 

T i { 0(2t5) (x~j) 2 > 0, for i = M (4.20) l 
0, for i = N 

r.j { 0(2;-0) (x~) 2 > 0, for j = M 
2 

0, for j = N 

where we note that T (.) is indeed increasing with the level of R&D, x. 
The model can, once more, be solved by letting the firms maximize (4.18) 

and (4 .19) in x~ and q~ . This is done exactly as in modell, so that it will 
suffice to present equilibrium quantities and profits. If we define a parameter 
Q as a measure of the impact of the transfer cost: 

( 4.21) 

the solution for the equilibrium quantities in the four different market struc­
tures for firm 1 is given in (4.22) : 

qfN 
A-t MN A(l-7])+t 

( 4.22) = 8-3--, ql = 8 
-1] (2 - Q1]) (2 -1]) - 1 

qfM 
(1- Q1]) (A - t) - t A 

= 8 , qMM=8 __ 
(2 - Q7]) (2 - 1]) - 1 l 3 - Q1] 

whereas the symmetric quantities for firm 2 are given in (4.23): 

A-t NM A(l-TJ)+t 
8 3 _ 1] , q2 = 8 (2 - Q7])(2 - 7]) - 1 ( 4.23) 

(l-Q1])(A-t)-t qMM =8_A_ 
8(2-Q1])(2-1])- 1 ' 2 3-Q1] 

Finally, we can write the corresponding total profits as, (4.24) and (4.25) 

n~ (7]) 

{ is (q~jf (2 - Q1]) - G 

is (q~ j) 2 (2 - 7]) 

{ is (q~M)2 (2 - Q7]) - G 

f. (q~N)2 (2 -1]) 

where quantities q~ are given by (4.22) and (4.23). 

(4.24) 

( 4.25) 
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FIGURE 4.4. The MN-NN structure in model 2 

Equilibrium market structure with variable transfer costs 

As was the case in modell, the symmetry of (4.24) and (4.25) can be 
used and an analogue to figure 4.2 can easily be obtained. We can pick the 
quantities and the associated profit function for one of the firms, draw the 
curves and then solve for the equilibrium structure. 

In this case it is, however, difficult to derive a counterpart to proposition 
9, but the main insights can be obtained by a simulation exercise. I will 
present the counterpart to figure 4.3 and study the MN-NN structure, where 
only firm 1 contempIates the FDI-decision.21 This is done in figure 4.4. 

Apart from the transfer cost parameters a and T, identical parameter 
values are used in figures 4.3 and 4.4.22 Two features may be observed: 

First, note that the NN-curves in figures 4.3 and 4.4 are identical - that 
is, when exports are chosen, transfer costs are zero. However, whereas the 
MN-curve is initially below the NN-curve in figure 4.3, the opposite holds 
in figure 4.4 (compare point A in figures 4.3 and 4.4) . This different pattern 
arises, since no R&D occurs at a zero return to R&D.23 Thus, at T) = O, 
transfer costs are not present in figure 4.4, whereas the transfer cost is still 

21 It is straightforward to derive the entire equilibrium structure, as in figure 4.2. 
22Parameter values set at A = 5, s = 5, t = 0.2, G = 1.9 and Q = 0.8. 
23 As in model l, the R&D quantities in model 2 are proportional to production quan­

tities, that is: xf4'N = ~QqrN and xfN = ~qfN . Combining this with (4.22), we 

. MN _.!!!l (l-"'n)(A-t)-t d NN - 11 A-t C h" h d Il h . get . Xl - () (2 "'T/)(2-T/)-1 an Xl - () 3-T/ ' ompare t IS Wlt mo e ,were. 
MN _ 11 (l-n)(A-t)-t d NN _ 11 A-t 

Xl - () (1-T/)(3-T/) an Xl - () 3-T/' 
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T > O in figure 4.3. 
Second, there is also a reversal of slopes in the two figures . Note that the 

MN-curve is always steeper than the NN-curve in figure 4.3, but that the 
opposite holds in figure 4.4. This pattern arises due to the advantage of 
avoiding the transport cost - larger sales facilitate additional R&D - which 
is countervailed by a two-fold disadvantage in figure 4.4. High technology 
transfer costs ten d to restrict the firm's own R&D, while the other firm, 
which does not face the transfer cost, can increase its R&D expenditures .24 

Which is then the relationship between technology and location in figure 
4.4? Since the MN-curve is above the NN-curve up to point B, and then 
falls below it, the conclusion is the opposite from the one in the previous 
section. In this case, low-tech (low 7)) firms choose FDI and produce abroad, 
whereas high-tech firms (high 7)) choose export production. We then have 
the following proposition: 

Proposition 11 VVhen technology transfer costs are related to a firm 's 
level of REJD, the firm tends to be more likely to choose export production 
rather than affiliate production, the larger is the relative return to REJD, 7) . 

The intuition behind proposition 11 is simply that a firm with a high 
ability to perform R&D will want to make further investments in R&D. 
But, as the firm devotes more resources to R&D, the cost of transferring 
its technology also increases. Therefore, with transfer costs related to the 
level of R&D, high-tech firms may gain more by avoiding transfer costs 
than by avoiding transport costs of physical units.25 

Finally, comparative statics tends to give results similar to those in model 
1. As such exercises were described in detail in the previous section, only 
the results will be given here. Increasing transportation costs will increase 
7)B and expand the region over which FDI takes place, whereas an increase 
in the transfer parameter 8 (Le. a decrease in a) or an increase in the fixed 
cost G will decrease 7)B, thereby diminishing t he region over which FDI 
occurs. 

Accordingly, if technology transfer costs are dependent on the size of 
R&D, the prediction of how technology affects a firm's choice between ex-

24For firm l, we have xf!N = ;aq{'fN, where (} < l. For firm 2, we have xrN = 

.!l.qMN 
"f 2 . 

25The transfer parameter 6 must reach a certain size to in order to make the MN 
and NN- eurves interseet. In figure 4.4, a is set to 0.8, whieh by (4.21), implies a value 
of 6 of approximately 0.12. Henee, the reversal of slopes oecur at rather low values of 
6. But since we are assuming quadratic transfer eost (d. equation (4 .20), even at such 
low values of 6, the effeets are quite strong . However, the result in proposition 11 do not 
require quadratic transfer eosts . It is possible to construet examples where the transfer 
eost is only proportional to the R&D effort , x , where the NN-eurve slopes more steeply 
than the MN curve at an inereasing ,., . What seems to be important for the result in 
proposition 11 is then that the transfer eost infiuenees the level of R&D, x . 
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port and affiliate production is reversed. Then firms in industries with a 
relatively high relative return to R&D are more inclined to locate produc­
tion to the home country, while firms in industries with a lower return to 
R&D tend to choose FDI. 

4.3 Empirical analysis 

The theoretical section gives an ambiguous view of the relation between a 
firm's technology and its choice between affiliate and export production. 
Since the two models give rise to different predictions about this relation­
ship, this prov ides an opportunity to test the impact of technology transfer 
cost and, in effect, the relevance of the two specifications. 

4.3.1 Data 

The primary data source is a data set from the Research Institute of Indus­
trial Economics (IUI), based on a questionnaire sent to all Swedish MNFs 
every fourth year, on average. Data is available for seven years: 1965, 1970, 
1974, 1978, 1986, 1990 and 1994. The survey covers almost all Swedish 
multinational firms in the manufacturing sector, and detailed information 
is available on variables such as R&D, employment, production and their 
distribution between domestic and foreign units, as weIl as on internai and 
external trade flows. 

This rich data set has been used in the following way: (i) All firms with at 
least one production affiliate abroad are included in the sample. (ii) Within 
this set of firms with production affiliates , we focus on foreign sales to the 
OECD countries.26 (iii) All exports sales are sales of final goods, that is, 
the impact of input goods is removed. (iv) Exports back to Sweden from 
the affiliates have been removed from affiliate production. 

Let me briefly comment on these conditions. Ideally, firms without pro­
duction affiliates should be included in the sample, but corresponding firm­
level data for pure ly exporting firms is simply not available.27 I have chosen 
to focus on OECD countries, since the modelling framework does not em­
phasize differences in factor costs. In addition, sales to OECD countries 
cover the vast majority of foreign sales in these firms. Finally, the last two 
criteria are chosen to comply with the absence of input-goods and home­
market effects in the theoretical section. 

26The countries included are: Belgium, France, Italy, Holland, Germany, Luxemburg, 
UK, Norway, Ireland, Denmark, Spain, Portugal, Greece, Finland, Austria, Switzerland, 
USA , Canada, Japan, Australia and New Zealand. The last two countries are combined 
into one single country observation . 

27The IUI databaae does include firma with sales affiliates, but R&D is not recorded 
for such firma. 
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Additional information on country and industry specific variables are 
taken from World Development Indicators (1997), OECD (1997) and SCB. 

4.3.2 Dependent variable 

The models presented in the previous section predict a firm's choice be­
tween implementing its technology in export or affiliate production. This 
is, however, a discrete choice which cannot easily be observed from the data. 
In the estimations below, we will therefore follow Brainard (1997) and use 
the share of foreign sales accounted for by the affiliates as our dependent 
variable. This variable is labeled AFSHAREijt , and is defined: 

SQijt 
AFSHAREijt = SQ· SK 

tJt + tJt 
( 4.26) 

where SQijt denotes the level of production for firm i in country j at time 
t and S Xi j t is the corresponding export leve!. This relative measure indi­
rectly captures the implementation choices of the firms. 28 It also subsumes 
the two endogenous variables, export and affiliate production, into a single 
variable. The log of AFSHARE will be used. Logs are also used in all 
continuous, independent variables. 

4.3.3 Method 

The dependent variable in (4.26) is censured - it can take on any values 
between zero and one. A doser look at the data set reveals that the firms 
only have production affiliates in a minority of the countries for which 
foreign sales are recorded. Thus, AFSHAREijt contains a large number 
of zeros. Omitting these observations will result in a systematic selection 
bias causing any OLS-estimates on AFSH AREijt to be both biased and 
inconsistent. 29 Therefore, a two-stage selection biased corrected regression 
model from Heckman (1979) is employed. 

In the first stage, a probit is estimated for the overall sample, in order to 
obtain the probability for firm i of undertaking any production in country 
j at time t : 

( 4.27) 

28 Strictly speaking, the theoretical section makes a prediction on a dichotomous choice 
- to invest at ho me or abroad - suggesting that we should look at cases where AFSH ARE 
is zero or one. This is also don e in the pro bit stage of the estimation method de­
scribed below. It should be noted, however, that many of the firms studied here are 
large multi-affiliate firms with multiple product lines. Therefore, studying the variation 
in AFSH ARE, when this variable is not zero or one, is still valid. 

29Taking logs of AFSHARE implies that all observations where AFSHARE = 0, 
that is, where the market is exclusively served by exports, are trea ted as missing values. 
This problem can be circumvented by using the two-stage method. 
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where <1>(.) denotes the standard cumulative normal distribution, AFSDijt = 
1, if AFSH AREijt > O and AFSDijt = O otherwise. The parameters in 01 
show the effect of the independent variables contained in Z, on the probabil­
ity that a firm undertakes production in a certain country.3D Based on this 
probit, a sample correction variable Aijt is calculated for all observations: 

( 4.28) 

where </>(.) is the standard normal density function and <1>(.) is defined as 
in (4.27) . 

In the second stage, OLS is applied to the restricted sample for which 
AFSHAREijt > O, with the correction variable ):ijt included. 

(4.29) 

where the parameters in (31 indicate the marginal effects of the explanatory 
variables in X on the share of affiliate production in foreign sales. Finally, 
note that since ):ijt is included, the estimates in (4.29) will be consistent, 
but their standard errors will be heteroskedastic. We will therefore use 
White's (1980) correction for heteroskedasticity to obtain efficient standard 
errors.31 

4-3.4 Exogenous variables 

In table 4.2, the independent variables in equations (4.27) and (4.29) and 
the corresponding exogenous variables from the theoretical section (for 
which they act as proxies), are presented. For convenience, I also reproduce 
their expected sign, based on my findings in the theoretical section. Two 
kinds of independent variables will be used; core variables and additional 
variables . 

Core variables 

This group of independent variables is closely attached to the exogenous 
variables encountered in the theoretical section. 

30The error term Uijt in the model (4.27) is assumed to have standard properties. 
That is, u ~ (O, O'~), E(Uhjll Uijt) = O for h i= i, E(Uijt, Uikt) = O for j i= k and 
E(Uijs, Uijt) = O for 8 i= t . 

31 With the sample selection correction variable included and the use of the White 
(1980) method, the residuals in (4.29) are assumed to have standard properties. That is, 

E ~ (O.O'~) , E(Ehjt,Eijt) = O for h i= i, E(cijt,Eikt) = O for j i= k and E(Eijs,Eijt) = O 
for 8 i= t . 
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TABLE 4.2. Description of variables 

Variable Proxy Expected Description and 

name for sign source 

RDINT 'T) + sh are of a firm's total R&D expenditures in its 

'T) total sales, lagged eight years in table 4.3, present 

intensity in table 4.4, (IUI-database). 

TREMB t + share of transport and packing costs in total 

t + variable costs at the three- or four-digit leve l in 

the Swedish industry to which the firm belongs, 

(SCB). 

DIST t + distance from Sweden to the respective countries 

t + where the firm records foreign sales, (IUI-database). 

AGEl T + weighted average of the mean age of the firm's 

b + affiliates in the respective countries where 

production takes place. Weights calculated as the 

share of the firm's total foreign sales attributed 

to the individual countries, (IUI-database). 

RDl T + dummy variable that takes on the value of one if 

b + the finn undertakes any R&D abroad, zero 

otherwise, (IUI-database). 

GSCALEl G average size of the affiliates divided by the 

G average size of the firms in terms of employees 

at the three- or four-digit industry level to 

which the firm belongs, (IUI-database). 
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Variable 

name 

ACE2 

RD2 

CSCALE2 

CDP 

INCOME 

OPEN 

AGG LOM 

TABLE 4.2. Continued 

Proxy Expected 

for sign 

T + 
8 + 

T + 
8 + 

G 
G 

Description and 

source 

mean age of a firm's affiliates in a specific 

country, (IUI-database) . 

dummy variable that takes on the value of one if 

the firm undertakes any R&D in a country, 

zero otherwise, (IUI-database). 

average size of plants with more than one hund red 

employees divided by total industry mean size 

at the three- or four-digit level Swedish industry, 

to which the firm belongs, (SCB) . 

PPP-adjusted, deflated GDP, 

(OECD, 1997; World Bank, 1997) . 

ratio between PPP-adjusted, deflated GDP 

per capita in Sweden and the respective 

countries where the firm records foreign 

sales, (OECD, 1997; World Bank, 1997). 

index measuring the openness of a country to FDI, 

(Wheeler and Moody, 1992) . 

sh are of total employment in an industry at 

the three- or four-digit ind ustry level in the 

respective countries where a firm records 

foreign sales, (Braunerhjelm and Svensson, 

1996 and OECD, 1997) . 

Note: Column two describes the exogenous variable to which the proxy refers. As the 
theoretical section involves two models with both different variables and different pre­
dictions , the top row for each exogenous variable corresponds to modell, whereas the 
bottom row corresponds to model 2. 
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RBD intensity . 

R&D i ntensity, RDijt , defined as the share ofR&D expenditures in the total 
sales of the firm, is used as a proxy for the relative return to R&D, 7], and as 
such, it is the variable of most interest. 32 I will use two different intensities 
in the estimations below, the use of which can be rationalized as follows: 
The structure in our theoretical models - in which R&D expenditures are 
set before location decision and market interaction - suggests that a lagged 
R&D i ntens it y should be used. Ravenscraft and Scherer (1982) propose 
a lag of approximately five years between R&D expenditures and profits. 
This suggests a four-year lag to be appropriate. However, since lagged R&D 
expenditures are endogenously determined in the theoretical section, we 
must instrument in order to avoid simultaneity bias. 

First, the eight-year lag on R&D intensity will be used. 33 In addition, 
I will also report estimations, using the present R&D intensity as an in­
strument, thereby avoiding a large loss of observations associated with the 
eight-year lag due to the unbalanced nature of the data set.34 Note also 
that given that R&D is conducted before any market interaction, R&D in 
time t should be uncorrelated with the error terms in (4.27) and (4.29). 

Plant-specijic costs 

Unfortunately, no direct measure of the plant level fixed costs G can be 
calculated, as the data base lacks information on individual plants in the 
Swedish part of the corporation. Information on plant size is available for 
affiliates, but using this information without care gives rise to two immedi­
ate problems:35 (i) If plant-Ievel scale economies are sufficiently large, then 
we would suspect that domestic production is preferred, thereby indicating 
that proxies for G based solely on affiliate information may be misleading. 
(ii) Relating large affiliate plants directly to AF SH ARE may give a spuri­
ous correlation - large affiliates should account for a large share of foreign 
sales, a relationship which may have little to do with the effect of scale 
economies on the location decision. 

We will rely on two different industry proxies for G. The first, GSCALE1it, 

321n appendix 4.C, it is also shown that R&D intensity, defined as the share of R&D 
expenditures in total sales, is positively correlated with our theoretical measure of return 

to R&D, 1/. 
33 Essentially, this is a two-period lag. For most observations, this implies an eight­

year difference. However, since no survey was conducted in 1982, we use 1978 as an 
instrument for both 1990 and 1986. 

34In principle, we have a panel data set, in the sense that the activities of the firms 
included are recorded over time. In practice, however, this panel is extremely unbalanced 
as many firms disappear, when they are acquired or reorganized over time. Any lag 
structure in such data material will involve a substantialloss of observations. 

35To be more specific, we have data on individual affiliates. But these are of ten syn­
onymous with individual plants. 
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uses the IUI-sample. It is defined as the ratio between the average number 
of employees in affiliates and the average number of employees in the corpo­
rations at the three- or four-digit industry level. The second, GSCALE2it , 

is calculated from Swedish industrial statistics. It is defined as the average 
size of plants with more than one hundred employees divided by total in­
dustry mean size, at the three- or four-digit industry level to which the firm 
belongs.36 GSCALE1 is used in the probit (4.27), whereas GSCALE2 is 
included in the OLS (4.29). 

Transport eosts 

TUrning to transport costs, T RE M Bit is calculated as the share of trans­
port and packing costs in total variable costs, and once more, Swedish 
three- or four-digit industry level data are used. In addition to packing and 
transport costs, total variable costs include costs for electricity, raw materi­
als and wages for blue-collar workers. The second measure, DISTWjt , is an 
index measuring the geographical distance from Sweden to the respective 
countries. 

Transfer eost 

It is very difficult to find a variable which accurately captures the effect of 
technology transfer costs. Following Swedenborg (1982), it may be argued 
that more experience of production abroad should lower technology trans­
fer costs to units abroad, and that this should also be the case for firms 
performing R&D abroad. 

To capture the effects of experience in foreign production, AG Elit re­
Hects a weighted average of the age of the affiliates of a firm, irrespective 
of their location. AG E2ijt is simply the mean age of the affiliates in a par­
ticular country. To measure the effects of R&D abroad, we construct two 
dummy variables; RD1it takes on the value of one, if the firm performs 
any R&D abroad, and RD2ijt , which takes on the value of one if the firm 
performs any R&D in the country in question. 

Additional variables 

In addition to the core variables, a set of dummy variables and a set of 
control variables will also be included. 

Dummy variables 

By using additive dummies, we will control for region-specific effects, indu­
stry-specific effects and time-specific effects. The regions are EFTA, the 
EC, North America and the Far East. Industry dummies are employed at 
the two- or three-digit industry level. 

36Plants with less than a hundred employees are excJuded, since this group is likely 
to mainly consist of smaller firms producing predominately for the Swedish market. 
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Control variables 

The first controi variable is the size of the respective country measured as 
PPP-adjusted, deflated GDP, GDPjt. 37 Following Brainard (1997), I also 
controi for differences in factor proportions through the variable I NeO M E jt , 
measuring per capita income differences between Sweden and the respec­
tive countries where the firm operates. OPENjt is an openness index taken 
from Wheeler and Moody (1992), measuring the openness of a country to 
FDI. Finally, following Braunerhjelm and Svensson (1996), I controi for 
the influence of agglomeration effects on the location decision through the 
variable AGGLOMijt. This variable is defined as the share of all employ­
ees in the manufacturing sector in the industry to which the investing firm 
belongs, out of all employees in the manufacturing sector in the respective 
countries. If pecuniary externalities in terms of eost and demand linkages 
are present in an industry, thereby attracting direct investments, such ag­
glomeration forces should be eaptured by this variable.38 

4.3.5 Estimation results 

The results of three different specifications are reported in this section. For 
each of these, the results of the probit and the OLS are reported separately. 

Lagged R&D intensity 

Table 4.3 reports the results using the eight-year lag on R&D intensity. 
Specification (i) reports the results of the core variables. Both the proba­
bility effect and the marginal effect are significantly negative for RDI NT. 
That is, the larger the lagged R&D intensity, the smaller the probability 
that a firm locates production in a country and - given that produetion is 
established - the smaller is the share of foreign sales accounted for by the 
affiliates. Note that this negative, significant sign supports the relationship 
predicted in model 2, where transfer costs were assumed to be variable, 
and thereby rejecting the prediction in modeiI, where transfer costs were 
assumed to be fixed. 

Turning to transport costs, T REM B has the predicted, positive sign in 
both equations. DIST is also signifieant, but appears with different signs 
in the probit and the OLS. Thus, when the geographical distanee inereases, 
the probability of a firm locating production in a country decreases, whereas 
- given that affiliates are established - alarger distance favors loeal pro-

37The reason why size is only used as a control variable is that s is included in the 
definition of ry, and therefore affects the R&D intensity. But since I aim at capturing the 
implementation choices of new technologies through AFSH ARE, it is still necessary to 
control for size effects. 

38This type of externalities may involve the use of joint networks of suppliers and 
distributions (see Krugman (1991a, 1991b) and Venables (1996)). 
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duction. The latter result is predicted in the theory section, whereas the 
former is somewhat unexpected. As Ekholm (1998) argues, it may be the 
case that alarger distance also reflects culturaI and institutionaI factors, 
in which case the increasing cost of FDI dominates the effects of transport 
costs. 

Variables AGE1, RD1 and GSCALE1 all have the predicted signs in the 
probit, although RD1 is not significant . Hence, more experience in foreign 
production clearly increases the probability of producing abroad, whereas 
scale economies at the plant-Ievel work in the opposite way. Turning to 
the regression, the corresponding variables, AGE2, RD2 and GSCALE2, 
reveal similar information, with the difference that the R&D dummy is now 
significant. Thus, if the firm has established R&D laboratories in a host 
country, this obviously facilitates transfers of technology and production 
to such a country. We also note that a sample selection bias indeed exists, 
as the coefficient on LAM B D A is positive and highly significant . 

Specification (ii) adds dummies for regions, industries and time, as well 
as the GDP-Ievel in the different countries. The results are quite robust to 
the inclusion of these variables. No sign changes are recorded, even though 
the estimated coefficient of some of the variables changes somewhat. The 
effect of distance is substantially strengthened in the probit estimation, 
whereas transport costs are now insignificant. 

The GDP-variable exerts a significant positive influence - the size of a 
country is of great importance for a firm's decision to establish produc­
tion. Once affiliates are established, local production seems be chosen over 
exports to alarger extent, when country size increases. Finally, the error 
correction variable is positive and highly significant. 

Specification (iii) adds three variables: INCOME, FDI and AGGLOM. 
As eompared to specification (ii), the parameter estimates are quite simi­
lar, even though the GDP-variable in the regression is now on ly marginally 
significant. The coefficients on I NCOM E, proxying for differences in rel­
ative factor endowments, are positive and significant in both the probit 
and the OLS. Hence, within this set of OECD countries, factor proportions 
seem to explain some of the variation in the dependent variable. The same 
pattern is also found for the ?penness of a country to FDI, even though 
this variable is only weakly significant. Finally, pecuniary externalities in 
the shape of eost and demand linkages in the host countries, significantly 
increase the share of foreign sales of the affiliates, but they do not seem to 
affect the probability of establishing production. 
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TABLE 4.3. Two-stage Heckman estimation: lagged R&D-intensity 

Variables Specification (i) Specification (ii) Specification (iii) 

Probit OLS Probit OLS Probit OLS 

RDINT -0.084 -0 .126 -0.098 -0.197 -0.090 -0.189 
(-3.307) (-4.818) (-2.971) (-5.690) (-2.496) (-5.239) 

TREMB 0.125 0.243 0.076 0.118 0.164 0.162 
(2.783) (5.679) (1.002) (2 .329) (1.922) (3.321) 

DIST -0.171 0.221 -0.558 0.182 -0.455 0.401 
(-5.752) (5.587) (-9.173) (2 .212) (- 5 .098 ) (4 .292 ) 

AGEl 0.165 0.119 0.121 
(5.083) (3.294 ) (2.994) 

RDl 0.079 0.225 0.273 
(1.073) (2 .657) (2.93 9) 

GSCALEl -0.233 -0.354 -0.351 
(-6.701) (-7 .636 ) (-6.932) 

AGE2 0.171 0.144 0.118 
(5.954) (5.376) ( 4.132) 

RD2 0.193 0.180 0.199 
(3.800) (3.446) (3.737) 

GSCALE2 -0.493 -0.308 -0.290 
(-5 .349) (-2.908) (-2 .684) 

GDP 0.385 0.133 0.371 0.075 
(13.387) (2.893) (1 0.091 ) (1.704) 

INCOME 0.230 0.181 
(1.868) (1.924) 

OPEN 0.365 0 .263 
(1.775) ( 1.829) 

AGGLOM 0.087 0.180 
(1.034) (2 .072) 

LAMBDA 0.488 0.688 0.507 
(3.519) (4 .81 6) (3.500) 

I 

Prediction 32.5 26.9 29.2 

errors (%) 
Chi2 125.98 467 .38 369.31 
AdjR2 0.2559 0.2992 0.3092 

F 22.47 9.78 7.81 

N o. of var. 6 7 23 24 26 27 

No. of obs . 2300 760 2300 760 1851 668 

Note 1: The dependent variable in the OLS columns is the affiliates ' share of foreign sales 
for firm i in country j at time t. The dependent variable in the pro bit columns is a dummy 
variable which equals one if production is registered, zero otherwise. 

Note 2: Numbers in parenthesis are t-statistics. Prediction errors are formed at a critical 
probability of 0.5. All variahles are in logs, except RD1, RD2 and LAMBDA. Sample size 
differences reflect missing observations. Intercept and dummies for region, industry and time 
are not shown for Specifications (ii) and (iii). 
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TABLE 4.4. Two-stage Heckman estimation: present R&D-intensity 

Variables Specification (i) Specification (ii) Specification (iii) 

Probit OLS Probit OLS Probit OLS 

RDINT -0 .088 -0.171 -0.085 -0.233 -0.084 -0 .236 
(-4.234) (-7.226 (-3.437) (-8.634) (-3 .100) (-8.791) 

TREMB 0.034 0.194 0.056 0.122 0.080 0.108 
(1.293) (5.431) (1.124) (2.605) (1.462) (2.126) 

DIST -0.119 0.147 -0.592 0.166 -0.556 0.311 
(-5.350) (5.534) (-12 .069) (2.561) (-7.880) (4.218) 

AGE1 0.213 0.196 0.194 
(11.312) (9.434) (8 .528) 

RDl 0.078 0.220 0.277 
(1.592) (4.075) (4.725) 

GSCALE1 -0.220 -0.237 -0.245 
(-8.536) (-7.156) (-6.764) 

AGE2 0.144 0.134 0.107 

(6.057) (6.065) (4.655) 

RD2 0.233 0.235 0.247 

(5.509) (5.375) (5.482) 

GSCALE2 -0.316 -0.152 -0.158 

(-4.545) (-1.702) ( -1.759) 

GDP 0.348 0.058 0.344 0.Q17 

(15.770) (1.639) (12.188) (0.504) 

INCOME 0.213 0.100 
(2.148) ( 1.186) 

OPEN 0.153 0.078 
(0.966) (0.631) 

AGGLOM 0.172 0.245 
(2.656) (3.487) 

LAMBDA 0.421 0.494 0.324 

(4.005) (4.416) (2 .801) 

Prediction 25.5 23.3 25.7 
errors (%) 
Chi2 315.26 829.90 658.64 
AdjR2 0.1964 0.2512 0.2749 
F 21.76 10 .32 8.53 
No. of var. 6 7 23 24 26 27 
No. of obs. 4434 1144 4434 1144 3570 1011 

Note 1: The dependent variable in the OLS columns is the affiliates' share of foreign sales 
for firm i in country j at time t. The dependent variable in the probit columns is a dummy 
variable which equals one if production is registered, zero otherwise. 

Note 2: Numbers in parenthesis are t-statistics. Prediction errors are formed at a critical 
probability of 0.5. All variables are in logs, except RD1 , RD2 and LAMBDA. Sample size 
difIerences reflect missing observations. Intercept and dummies for region, industry and time 
are not shown for Specifications (ii) and (iii). 
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Present R&D intensity 

In table 4.4, specifications (i) to (iii) are estimated on basis of the contem­
poraneous R&D intensity. Overall, the results are quite similar in tables 
4.4 and 4.3, indicating that the loss of observations due to the eight-year 
lag do not affect the results in a dramatic way.39 This is especially true for 
the core variables, including the R&D variable RDINT. 

It should be noted, however, that the effect of experience in foreign pro­
duction is stronger in table 4.4. This is the case for both ACEl and AGE2. 
Plant scale economies, as measured by CSCALE2, are weakened in the re­
gression, and differences in factor proportions, as measured by INCOME, 
now only significantly affect the probability of finding any affiliates in a 
country. The size variable, CDP, follows the same pattern . Furthermore, 
note that agglomeration forces, as measured by the variable AGCLOM, 
have a stronger impact when the contemporaneous R&D intensity is used. 
These differences may reflect the fact that using the lagged R&D intensity 
predominantly includes the older, more established firms in the sample. 

4.4 Conclusions and discussion 

The purpose of this paper was to model how a firm's choice of technol­
ogy interacts with the way in which a foreign market is served, and to 
test the insights gained from this theoretical exercise. Theory produced 
an ambiguous relationship. Ifound that avoiding transport costs generates 
an additional incentive to increase R&D efforts as sales increase, thereby 
generating a wedge in units cost between export and affiliate production, 
which exceeds the trade cost. Hence, firms which produce abroad to a higher 
degree, should also perform R&D to alarger extent. 

However, this result was derived under the assumption that technology 
transfer costs are independent of how advanced the technology is. Relaxing 
this assumption and assuming that transfer costs were dependent on the 
level of R&D efforts, the prediction was reversed, simply because the cost 
of transferring the technology also increases in R&D. 

Turning to the empirical results, these confirm the findings of other stud-

390ne might argue that there is an autocorrelation problem in (4 .29), due to rigidities 
in the dependent variable over time, so that E(cijt, Cijs) # O for t # s. In other words, a 
high (low) afliliate share of foreign sales today would imply a high (low) share tomorrow. 
However , this need not be a great problem since (i) the dependent variable is a share 
recorded with rat her long intervals, and (ii) only a minority of the firms are recorded in 
multiple consecut ive time periods. 

I also estimated fixed efl'ects regressions controlling for country-specific, firm-specific 
and time-specific efl'ects, which partly reduce the problem with autocorrelation. The 
reBults, which are not given here, were more or less the same. 
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ies to a great extent. This is the case with plant-Ievel scale economies, trans­
port costs, distance and experience of FDI (e.g Brainard, 1997; Ekholm, 
1998; and Swedenborg, 1982). However, we do find that an increasing R&D 
intensity tends to favor export production rather than affiliate production. 
Even though this export bias in R&D intensive production is perfectly con­
sistent with a theoretical model in the presenee of R&D related transfer 
costs, it may seem surprising, as the literature suggests a positive correla­
tion between R&D intensity and foreign production. 40 

Indeed, using the same type of two-stage estimation on VS industry 
data, Brainard (1997) finds that R&D intensity increases the probability of 
an industry locating production in a foreign country. But, R&D intensity 
is not included as an independent variable in her second-stage regression, 
since she cannot theoretically pin down the sign of the relationship between 
technology and the way in which the market is served. However, she does 
find that when levels of affiliate production and exports are separately 
regressed against R&D intensity; both increase in R&D, but the elasticity 
of exports is much stronger. Note that this is quite consistent with the 
export bias in my OLS-results. 41 

Finally, it should be noted that I have derived my results from a sample 
of Swedish MNFs with producing affiliates. Firms which exclusively serve 
foreign markets by exports are not included in this sample. This suggests 
that the inclusion of exporting firms may reverse the sign of the coefficient 
on R&D in the probit equation, which would confirm Brainard's findings . 
However, the negative relationship between R&D and the affiliate share 
will not be affected since this regression, by definition, only includes firms 
with producing affiliates. 

To further investigate the relationship between technology and location, 
future research should involve efforts broadening the sample with not only 
exporting firms, but also firms predominately producing for the domestic 
market. 
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4.A Appendix: Proposition g and figure 4.2 

This appendix addresses the statements in proposition 9 and how these can 
be used to derive figure 4.2. 

4·A.l Proof of proposition 9 

In some of the expressions, I have used the condition (l - TJ) (A - t) - t > 
O, which ensures that both firms produce positive outputs in all market 
structures (cf. equations (4.11) and (4.12)). By calculation: 

(4.A.1) 

chrj'f M = ~ sA2 (l - TJ)3 > O 
8TJ 2 (3-TJ) 

(4.A.2) 

(4.A.3) 

( 4.A.4) 

(4.A.5) 

l 2A - t 
7rM M _ 7rN N = _ st (2 - '11) > O 

l l 2 '{ (3-TJ)2 ( 4.A.6) 

(4.A.7) 

7rNN _7rNM - ~(2- )st 2 (1- TJ )(A-t)-t >0 
l 1-2 TJ (1-TJ)2(3-TJ)2 

(4.A.8) 

MN_ MM_l (2 ) (2A(1-TJ)+t) O 
7r1 7r1 -2 S -TJt 2 2> 

(l-TJ) (3-TJ) 
(4.A.9) 
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(4.A.1O) 

(4 .A.11) 

o( MM NM) 
7T I -7T I _ ~ «A-t)(1-7j)-t)«1-7))(2-7j)+4)+(I-7j)(2-7))(A(1-7))-t) > O 

(7) - 2 (1-7))3(3-7))3 

(4.A.12) 

4·A.2 Derivation of figure 4·2 

To show that the above statements can indeed constitute the basis for figure 
4.2, one only needs to assume that point B in figure 4.2 exists. 

Let rrNN (O,z) > rrMN (O,z) hold, sothat the extra fixed costs in affiliate 
production outweigh the advantages of avoiding the transport costs for 
small values of 71. Then (4.A.5) and (4.A.1O) will generate a unique 71B' 
if such a point B exists. Existence will be guaranteed if the plant level 
investment cost in affiliate production G and transfer costs T are not too 
high, so that t he curves will actually intersect for some 71 < 1. Assume this 
to be the case. 

Then note that the MM-curve must be below the MN-curve, since com­
petition is more intense in the MM-structure, where firm 2 also produces 
abroad (fixed costs G and T are the same). This is shown by (4.A.9) . For 
exactly the same reason, the NM-curve must always be below the NN-curve 
(fixed costs are zero in both structures ). This is shown by (4.A .8). 

Finally, note that from (4.A.12), the MM-curve must cut the NM-curve 
from below, at 710 ' The exact location of the point C is determined by the 
parameters of the model; if 710 < 71 B, the section of asymmetric equilibria 
disappears, if 710> 71B' we get the case described in the text. 

4.B Appendix: Comparative statics 

This appendix presents the expressions used for deriving the signs in table 1. 
Thus, table 1 is produced by inserting the appropriate expressions (4.B.14)­
(4.B.17) into (4.17) and evaluating the sign. 

8 (rrMN - rrNN ) 1 1-
1 1 =-st(2A-t) 1]3>0 

871 2 (3-1]) 
( 4.B.14) 
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a (nMN _ nNN ) 
l l = .§. (3 _ 2 ) (l-7j)(A - t)+t7j > o 

at 4 "I (1-1))2(2-1)) 
(4.B .15) 

a (nMN _nNN ) 
1 1 = -1 < o 

aG (4.B.16) 

a (nMN _nNN ) 
1 1 =-1<0 

aT (4.B.17) 

4. C Appendix: R&D intensity 

In this appendix, it is shown that our measure of effectiveness in R&D, "I, is 
positively correlated with R&D intensity in the M N-and N N -structures 
of model 1. It is also shown that the R&D intensity is always higher in 
affiliate production. 

R&D intensity is defined as outlays on R&D, divided by total sales. Using 

(4.10) and remembering that total outlays on R&D are /xr 2 and total 
sales are piN q~N , R&D intensity, RDiN , is given by (4.C.18) . 

iN 
RDiN "Iql . N M 

1 = 2SpiN : 2 = , (4 .C.18) 

Furthermore, using (4.2) and ((4.11 ), the R&D intensities for both cases 
in the benchmark equilibrium are given by (4.C.19) and (4.C.20). From 
(4.C.21 ), it is also clear that if a firm chooses affiliate production, it will 
always have a higher R&D intensity. 

RDN N = ~ A - t > O 
l 2"1 a (1-"I)+2eo+ 2t 

(4.C.19) 

RDf1N=!.1 A(1-"I)+t >0 
2 (1 - "I) (a (1 - "I) + t + 2eo) 

(4.C.20) 

RDMN _ RDNN - ~ t A(1-7j)+a(1-7j)(2-7j)+2co(2-7j)+t(3-7j) > O (4 C 21) 
1 1 - 2"1 (1-1))[a(I-1))+2co+2tj[a(1-1))+t+2co] . . 

Finally, we can use (4.C .19) and (4.C.20) to show that both RDfN and 
RD~M N are increasing in "I. 



4. Multinational firms, technology and location 79 

å (RDi' N) _ 1 (A) a + 2eo + 2t 
----'~--=----'- - - - t 2 > O 

åT) 2 ( -3a + aT) + 2A - 2t) 

4.D Appendix: Second-order conditions and 
stability 

(4.C.22) 

(4.C .23) 

In this appendix, we check the firm's second-order conditions for the max­
imization of (4.3) and (4.4) . 

To have a well-posed maximization problem, the Hessian, defined in 
(4.D.24), must be negative definite: 

(4.D.24) 

where, for example, rr~q x = 88:jn8~jij ' This, in turn, requires that IQ~ I > 
, h, h qh X h 

O, rr~q q < O and rr~ x x < O. We can show that this will hold if T) < 2. 
) h, h I h, h 

By calculation: 

IQI 1(2 - T)) 
S 

(4.D.25) 

rrij 
2 

(4.D.26) -- <O 
h,qh,% S 

rrij 
h,Xh,Xh 

-, < O (4.D.27) 

Making the same type of calculation in model 2, it is easy to show that 
rr~q q = -~ and rr~ x x = _:1., whereas IQI = ~ (~-T)). Hence, unique-

,h,h s ,h,h O:: 

ness requires T) < 2 in modeII, whereas the corresponding condition in 
model 2 is aT) < 2. 

Finally, stability of the Cournot game requires that the reaction function 
of firm 1 is more steeply sloped than the corresponding reaction function of 
firm 2 in the Q2Ql-space. This requires (3 - T)) (1- T}) > O in modeII, and 
(2 - aT)) (2 - T)) - 1 > O in model 2. Since a < 1, T) < 1 ensures stability in 
both modeIs. 
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5 

Cumulative effects of labor 
market distortions in a 
developing country 

5.1 Introd uction 

A number of recent papers emerging from the "new" trade theory focus on 
pecuniary externalities, arising in models with imperfect competition and 
scale economies. Rodrik (1995), Rodriguez - Claire (1996) and Krugman 
and Venables (1995) are some well-known examples. The interest in such 
models can partly be explained by the fact that they give rise to multiple 
equilibria. On the positive side, such models can explain why an economy 
may be trapped in a bad equilibrium, but they can also prov ide normative 
conclusions and prescribe how government policy should be used to push 
the economy into a superior equilibrium. 

Clearly, these properties make such models interesting for analyzing 
problems in developing economies .1 The purpose of this paper is to in­
vestigate to what extent labor market distortions, in terms of labor unions , 
can act as impediments to development. It will be shown that even if only 
a limited share of the population is unionized - a reasonable assumption 
for a developing country - the costs of this labor market distortion may be 
disproportionately high, since the economy is kept at a low level of activity. 

An open two-sector model, which draws on Venables (1996), is used to 
make this point. A central feature is then that an input-output structure 
in the modern, industrial sector creates complementarities or pecuniary 
externalities between an upstream industry (which uses labor in order to 
produce intermediate input goods) and a downstream industry (which uses 
domestic and imported intermediate inputs, together with labor and sector­
specific capital, in order to produce final goods). 

These complementarities arise through a demand-linkage, as an increase 
in final good production benefits the upstream industry through an in­
creasing demand for inputs. But they also arise through a cost-linkage, 
as expanding upstream production reduces downstream production costs 
through the entry of new firms, since a larger variety of inputs then becomes 

l These models formalize some previous ideas in development economics such as 
Rosenstein-Rodan's (1943) Big Push or Scitovsky's (1954) work on externalities. For 
a presentation, see Matsuyama (1993) or Krugman (1992). 
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Workers in final good producing finns are assumed to be unionized. The 
unions attempt to appropriate the rents accrued by capital owners, and the 
extent to which they succeed can be controlled by the government. In the 
model, I investigate the possible effects of the institutionai setting being 
changed in favor of the employers, thereby reducing union wages. 

When there are multiple equilibria, for which the conditions are explicit ly 
identified, the following picture emerges: If the low-Ievel equilibrium is the 
initial equilibrium, decreasing union wages will increase the downstream 
production of final goods and, subsequently, the downstream producers ' 
demand for intermediate inputs. For sufficiently large wage cuts, domestic 
upstream firms can enter; thereby lowering downstream production costs 
through the cost linkage, and facilitating additional downstream expan­
sion. A cumulative, circular process is then begun, where the expansion in 
the up- and downstream industries reinforce each other, which triggers a 
discontinuous jump from the low-Ievel equilibrium to the high-Ievel indus­
trialized equilibrium. 

This model is mainly applicable to developing countries, although the 
mechanisms described can also be generalized to developed countries . The 
economy is small on the world market, which implies that the number of 
foreign intermediate inputs and their price, as weIl as the world market 
price of final goods, are taken to be completely exogenous. Domestic inter­
mediate inputs are not exported.2 The labor market institutions constitute 
a segment ed labor market, where workers in the upstream industry and the 
agriculturai sector receive competitive wages, whereas a close relationship 
between the unions in the rent-yielding final good industry and the politi­
cal system, enables the unions to extract excess wages. The analysis shows 
that large wage premiums for unions can have considerable effects on in­
dustriai output and employment, given that industrial output is, initially, 
very low.3 4 

High union wages are only one impediment among several which may 
preserve the economy in a low-Ievel equilibrium. As is shown in Venables 
(1996), import substitution policies through tariffs on imported inputs may 
also reduce industrial output by increasing downstream costs. The extent 
to which vertical linkages between firms are internalized by vertical inte-

2This assumption follows Venables (1996). Exports of upstream goods can easily be 
included . 

3Pencavel (1997) argues that in many developing countries, union wages may not 
only affect the unionized sector, but also spill over into other sectors . If the union wage 
in the downstream firms is a160 binding for workers in the input industries for reasons 
such as legislation or collective agreements, for example, these effects are stronger. 

4In labor market economics, there is a large literature on centralized contra decentral­
ized wage-setting, where the effects of various types of externalities are discu6sed. Even 
though input externalities have been noticed (see, for ex ample Wallerstein (1990)), the 
above context, involving vertical linka ges and multiple equilibria is, to my knowledge, 
new. For a survey, see Calmfors (1993). 
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gration, for example, is also of great importance. 
In these three respects, it is tempting to show the example of the East­

Asian NIC countries. They may have been more open (more inclined to 
use export-promotion rat her than import-substituting policies) than other 
developing countries, large conglomerates of vertically integrated firms are 
common, and, which is of interest for the ideas presented in this paper, 
their labor markets have remained competitive during the transition .5 

The paper is organized as follows . Section 5.2 describes the mod el and 
subsection 5.2.4 describes the effects of a decreased union wage. Section 5.3 
concludes. 

5.2 The model 

I start with a quick overview of the basic structure before proceeding to 
details. The model appears in table 5.l. 

I will focus on a small open economy with two sectors and labor as 
the common factor exogenously fixed at L . The industrial sector, sector 1, 
has two industries. The upstream industry, X, employs labor for producing 
differentiated intermediate input goods, which are combined with imported 
differentiated inputs, labor and sector-specific capital into a final good in 
the downstream industry, Y . Final goods are tradable on the world market 
and can be sold at the fixed world-market price q. Sector 2 constitutes 
the rest of the economy, and will be referred to as the agriculturaI sector. 
AgriculturaI goods are produced with labor using a constant returns to scale 
technology and are also tradable at the world-market price. The agriculturaI 
good will be used as numeraire. 

5.2.1 Production 

The downstream industry is perfectly competitive. I follow the literature 
and depict the downstream industry by using a representative firm. 6 The 
production of final goods requires three distinct inputs; labor, capital and 
intermediate inputs . Using the Cobb-Douglas technology: 

(5.1) 

where a is the expenditure share of intermediate inputs, X is the amount 
used of a bundle of intermediate inputs (defined below), Ly is employment 

5The World Bank (1993) stresses the effect of high openness and competitive labor 
markets. Rodrik (1994, 1995a and 1995b) particularly emphasizes the possibility of a 
co-ordination failure. 

6See, for example, Uddlm-Jondal (1993) and Oswald (1982). 
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Imports 

Imports of 

intermediate 

inpu ts 

Fixed number 

of foreign 

varieties a t fixed 

world-market 

price 

TABLE 5.1. The structure of the model 

Sector 1 

Upstream industry 

Produces differentiated inter­

mediate goods using la bor 

as the single input 

Monopolistic com petition 

Free entry and scale economies 

Downstream industry 

Labor, capital and intermediate 

inputs used in the produetion of 

final goods, sold at fixed 

world-market price 

"Love of variety" for 

intermediate inputs 

Sector-specific capita l 

Labor organized in unions , 

wage negotiations 

Benchmark wages from seetor 2 

Sector 2 

Agriculture 

CRS with 

labar as input 

Fixed warId­

market price 

Competetive 

wage 
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in the downstream industry and the production function Y U exhibits con­
stant retums to scale (eRS) . In the production of final goods, intermediate 
inputs are assembled into an aggregate input good X, defined in (5.2): 

(('r )~ X = Jo x(w*) u;;l dw* + Jo x(w) U;;l dw (5 .2) 

where x is the amount used of a single variety, whereas w (w *) indicates 
domestic (foreign) varieties. n and ii are the number of available domestic 
and foreign varieties, where the latter is taken to be fixed in accordance 
with our assumption of a small open economy. a E (1 , 00) is the elas­
ticity of substitution between any two varieties, implying that varieties 
of inputs are symmetric but imperfect substitutes among themselves. 7 In 
tum, this give rise to a propert y in (5.2), often referred to as "love of 
variety", which originates in the works of Dixit and Stiglitz (1977) and 
Ethier (1982) . To see this, note that the symmetric use of inputs in (5.2) 

.....lZ..-

yields X = (iiX7 + nx~) U-l, which is an increasing convex function 

in the number of available domestic inputs n. This suggests that increased 
efficiency is gained in downstream firms, when alarger range of varieties 
becomes available. 8 Using (5 .2), we may define the minimum-cost for one 
unit of the intermediate input bundle X, P, as: 

p min [ r x(w*)pdw* + r x(w)pdw I X = 1] 
{x(w'),x(w)} Jo Jo (5.3) 

--L-
(iipl-" + npl-") l-u 

where p is the price of domestic varieties, whereas p is the fixed world­
market price of foreign varieties. Since varieties of intermediate inputs are 
imperfect substitutes, additional intermediate inputs enhance the efficiency 
in downstream production, as illustrated by the price index which is de­
creasing in n . 

The capital stock is sector-specific, so that capital can only be used 
in final good production. We normalize so that K = 1. The production 
function for final goods (5.1 ) then becomes: 

(5.4) 

7 U > 1 is assumed, since the elasticity of substitution equals one in the production 
function (5.2). Essentially, this means that final good producers find it easier to sub­
stitute between any two intermediate inputs, than between any intermediate input and 
the primary factors, capital and labor. Restricting the substitution elasticity so that it 
iS' smaller than infinit y, simply means that the intermediate inputs are differentiated 
goods. 

8 Adam Smith introduced the notion that efficiency is enhanced by the division of 
labor. This idea was formalized by Ethier (1982). 



86 5. Cumulative effects of labor market distortions 

The representative firm takes the price for the bundle of intermediate inputs 
p as given. For a given wage in the downstream industry w and a given 
world-market price for final goods, q, profit-maximizing yields the profit 
function: 

il(w)=(l-a-b) (;)!=!=b (:~r-:-b q!-!-b >0 (5.5) 

w here il ( w) > O follows from 1 - a - b > O. This profit may be interpreted 
as compensation to the owners of the firm's capital stock K (the specific 
factor) . Furthermore, the supply function is: 

a -- b !-a-b ~ 
a ( )~ Y(w,P,q) = (p) !-a-b ~ q!~a-b (5 .6) 

Next, we tum to upstream firms, where monopolistic competition is the 
upstream market form. From (5.3) and (5.5), it can be show n that the 
demand faced by an individual domestic intermediate input producer is: 

(5 .7) 

In this demand function, the individual upstream firm takes the price index 
p and the downstream expenditure on differentiated goods, aqY, as given. 
Profits are then: 

7r = px - ii; (x + F) (5.8) 

where ii; is the wage paid to upstream workers. Note the unit labor re­
quirement in production and the fixed cost F in terms of labor for entering 
the market. Assuming free entry and exit, and using the demand function 
(5.7), the pricing condition and zero-profit condition may be written as: 

(5 .9) 

px = ii;(x+F) (5.10) 

where it can be noted that the price elasticity ELpx has been approxi­
mated with the substitution elasticity a . As is commonly known, these two 
equations determine a unique size of each domestic firm: 

x = (a -1) F (5 .11) 

We can use (5.3), (5.7), (5.9) and (5.11) to derive the numher of domestic 
intermediate input producers n, for a given level of final good production 
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y and a given upstream wage w: 

n= 

aqY --1-0" 
F(O"-l)(~wr - np 

( _O" W)l-O" 
0"-1 

(5.12) 

Note that (5.12) implies a minimum level of final good production to be 
associated with active domestic production of differentiated inputs. Setting 
n = O in (5.12), we can derive: 

(5 .13) 

where it can be noted that the critical size of final good production, Yc, is 
increasing in the upstream fixed entry cost F, but decreasing in the cost­
share for intermediate inputs in final good production a. 

Inserting the number of firms given by (5.12) into (5.3) and using the 
pr icing rule (5.9), the unit cost of input bundles X, pS(y), becomes: 

(5 .14) 

Equations (5.12), (5.13), (5.14) and (5.6) describe the vertieallinkages in 
the model. Note that pS(y) then consists oftwo segments. For Y ~ Yc, no 
domestic production of differentiated inputs occurs. The dem and from final 
good production is insufficient for the existence of any domestic upstream 
firm, as entry costs can not be recovered.9 Foreign imports only are used, 
so that final good producers face a fixed price for the aggregate input good 
X . 

If final good production increases so that Y > Yc, domestic upstream 
firrns will enter; this is the demand linkage (cf. equation (5.12)). An in­
creasing number of suppliers of differentiated input goods enhance the pro­
ductivity in the downstream industry, since alarger range of differentiated 
inputs becomes available. This lowers downstream production costs as the 
unit cost of the input bundle P(Y) decreases; this is the eost linkage (cL 
equation (5. 14)) . A lower unit cost of the aggregate input good will then 
increase the supply of final goods Y (cf. equation (5.6)), and an increase in 
output may become cumulative, due to these vertical linkages. 

9This is another nation introduced by Adam Smith, namely that the division of labor 
(the range of differentiated inputs) is limited by the size of the market. 
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5.2.2 Labor market 

The downstream industry is unionized and each final good producing firm 
is assumed to have a separate union. The wage for downstream workers is 
determined in negotiations between the representative firm and the repre­
sentative union. Using the Nash-bargaining solution , the negotiated wage 
is the solution of (5.15) :10 11 

w arg max G (5 .15) 

G = [TI(w)t [U(w)] l-C 

TI(w) (a)~ (b)i±b ~ (l-a-b) p l-Q-b;,; ql-a-b 

U(w) (Ly)' (w - w)1i 

w Qf}, 

Ly 
_ 8TI(w) 

8w 
e, 'Y, () E [0,1] 

where e E [0,1] is the bargaining power of the firm and the demand for 
labor Ly = - a[];lw) follows from Hotelling's Lemma. 12 The union has 
preferences over excess wage (w - w) and downstream employment Ly of 
the Stone-Geary type, where () and 'Y are the excess wage and employment 
elasticities of the utility function. 13 The fall-back wage of an individual 
employed in the industrial sector is defined as w = fL, where fL is the 
constant marginal product of labor in agriculturaI production. In other 
words, w is simply the competitive wage paid in agriculturaI production 
and accordingly, the wage union members will receive during a conflict. 
Finally, note that the price of the intermediate input bundle P is treated 

lOThe generalized Nash-Bargaining solution can be derived from a few reasonable 
axioms, but can also be given a microeconomic foundation. Binmore et al. (1986) show 
that the generalized Nash-Bargaining solution can be obtained as the limit solution 
of a non-cooperative sequential offer game, when the length of each bargaining round 
approaches zero . 

11lt is straightforward to verify that there exists a unique solution, as G(w) is a strictly 
concave function in w . 

12See Varian (1992). 
13See McDonald and Solow (1981) and Mezetti and Dinopoulos (1991). Pemberton 

(1988) derives U (-) as the maximand of a "manageriaI union" with a leadership inter­
ested in size (employment) and union members (median worker) interested in excess 
wages. Parameters () and "Y then correspond to the bargaining power of workers and 
leadership, respectively. 
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as fixed in the wage negotiation. It is straightforward to derive: 14 

w WU) 
l 

l _ (l-a-b)l1 
bF(c)+(l-ah 

(5 .16) 

where F(e) = l~C and W > l is the mark-up over the competitive wage 
level W. It follows from (5 .16) that W is a deereasing function of the bar­
gaining power of the firms e, ~~ < O. Since upstream workers are paid the 
eompetitive wage W, it is clear from (5.16) that downstream workers eam a 
wage premium compared to upstream and agriculturai workers. All workers 
are then assumed to have the same skills, that is, the labor market is seg­
mented. There is, however, no unemployment . The labor market condition 
L = Lx+Ly+LA, where the first two terms represent the demand for labor 
in industrial production, determines the level of employment in agriculture 
LA, which, in tum, determines the size of the agriculturaI sector. 

5.2.3 Solving the model 

A simple intersection of supply and demand price curves is used for solving 
the model. Following Markusen (1989), it will be solved by using the price 
of the aggregate intermediate input good X, rat her than the price of an 
individual variety, x . Due to the presence of verticallinkages in this model, 
these prices will be expressed in final good production Y. 

The supply function for final goods, Y(w, P), is given in (5.6) . This 
function may be inverted in order to derive the maximum priee that final 
good producers are prepared to pay for the aggregate intermediate input 
good X, for a given level of output Y, pD(y): 

rl.!! 
pD(y) _ aq o 

- )-o-b 1> 1> 
Y o Wo b- o 

(5 .17) 

A corresponding supply price must also be found in order to derive an equi­
librium. That is, we need to find the minimum price at which the upstream 
suppliers will supply the aggregate intermediate input good. However, this 
is only the unit eost for X, pS(Y), which was derived in (5.14) by using 
the prieing rules of the individual firms (5.9). Equating pS (Y) and pD(y), 
we can solve for final good production Y in terms of the downstream union 

14 The negotiated wage has a particularly simple form, since the eob b-Douglas tech­
nology generates constant factor shares . For a more elaborate discussion, see Skedinger 
(1992) . 
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wage w : 

y (w) = C1Wau+( l u)(l b) : if y> Yc { 

b(u-1) 

C2W-~ : if y::::; Yc 
(5.18) 

where C1and C2 are positive constants consisting of different parameters 
of the model. Defining the inequality (5.19): 

aa + (l - a) (l - b) < O (5.19) 

we can make the following propositions: 

Proposition 12 Y (w) is a monotone function of the union wage w. For 
y > Yc , it is decreasing in w if and only if (5.1 g) holds, and increasing in 
w if this inequality is reversed. For Y ::::; Yc , it is always decreasing in w . 

Proof. Follows directly from (5.18) • 

Proposition 13 For y> Yc , y (w) is a unique stable equilibrium if and 
only if (5.1 g) holds. But if this inequality is re vers ed, Y (w) is unstable and 
multiple equilibria exist. For y::::; Yc, y (w) is always a stable equilibrium. 

P roof. Define t he elasticity ELy pD = - a:: JD and ELy pS similarly. 
Then, using (2.17) and (2.14) , we get ELypD = l- ~- b and ELypS = 

O'~l ' For y > Yc , ELy p D - ELy p S = - aO'+f~-:::.~~~l- b) , which is positive 

if and only if (5 .19) holds , and negative if this inequality is reversed. For 
y::::; Yc, ELy p D - ELy pS > O, since ELypS = O. Uniqueness follows 
from the segmented shape of the supply price curve. • 

To get some intuition, we illustrate these results graphically. Figure 5.1 
illustrates a situation where inequality (5.19) holds. Note the segmented 
supply price funct ion pS (Y), w hich is constant for Y ::::; Y c, but decreasing 
and convex for Y > Yc . As described in the previous section, pS (Y) is 
constant for Y ::::; Yc . This is due to t he fact that only a fixed number 
of foreign varieties enter the price index at a fixed price, since final good 
production is too small to admit domestic input production. 

For Y > Yc, the downward slope of the supply price curve pS (Y) is 
due to the vertical linkages. As downstream output expands, the demand 
for upstream production increases, which induces an additional entry of 
upstream firms, thereby lowering the price index P. The demand price 
curve pD (Y) is downward sloping for all levels of final good production Y, 
due to the diminishing returns in final good production arising from the 
fixed factor. This reduces the price the downstream industry can pay for 
inputs at successively higher output levels.15 

15 Assuming a lixed factor is not essential. Introducing a downward sloping final de-
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FIGURE 5.1. Unique equilibrium at weak linkages 

Assuming that upstream producers enter in response to instantaneous 
profits, upstream firms will enter whenever p D(y) > p S(y) . To see this, 
note that this condition states an excess demand on the aggregate inter­
mediate input good X, which implies that there must also be an excess 
demand for individual varieties x. Since pS (Y) is derived by imposing zero 
profits on upstream firms, individual firms must make positive profits, and 
entry takes place until demand and supply prices are equalized. For the 
same reason, upstream firms exit whenever p D(y) < p S( y ). Therefore, 
equilibrium S in figure 5.1 must be stable, which is exactly what the proof 
in proposit ion 13 suggests; in any stable equilibrium the demand price curve 
pD (Y) is more output elastic or steeper than the supply price curve pS (Y ). 
Since p D(y ) is always steeper than p S (Y ), S must also be a unique stable 
solution, regardless of whether the demand curve cuts the supply curve for 
y ~ Yc . 

Figure 5.2 illustrates a situat ion where (5.19) is reversed, which gives rise 
t o an unstable equilibrium l. In t his case, p D(y ) is less output elastic or 
flat ter t han the supply price curve p S (Y ), thus making I unstable. Two 
more stable equilibria arise, however. The fi rst , SI , occurs for Y ~ Yc , 

m and curve q(Y) and abandoning price-taking behavior in the downstream industry, 
would then perrnit the use of a constant ret urns to scale technology. Qualitatively, the 
model would be solved in the same way, since a downward-sloping final demand curve 
q(Y ) would translate into a downward-sloping dem and price curve p D (Y ), simply be­
cause larger leve Is of final output would decrease the price of the final good q, thus 
decreasing the price final good producers would be prepared to pay for the aggregate 
input . 
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FIGURE 5.2. Multiple equilibria at strong linkages 

where the final good production can not sustain any domestic upstream 
production. The second stab le equilibrium, 8 2 , for which pD(y) > pS (Y), 
is an equilibrium where the economy is completely specialized in industrial 
production, so that Y = YM is the maximum amount of the final good 
t hat can be produced when all labor resources are devoted to industrial 
production . Note that as long as equilibrium l exists, the economy must 
have multiple equilibria, due to the segmented shape of pS (Y) and due to 
pD(y) being flatter than pS(Y) at l. 

What economic conditions will then make an economy face a situation 
like the one in figure 5.1 or figure 5.27 It is useful to rewrite the stability 
condition (5.19) in the following way: 

1-a-b 1 ---->--
a a-1 

(5.20) 

which simply restates the stabil ity requirement ELy pD > ELy pS . We 
then have the following corollary: 

Corollary 14 The stability condition (5.19) is more likely to hold, the 
larger is the capital share 1 - a - b, the smaller is the share of intermediate 
inputs a and the larger is the elasticity of substitution a . 

Proor. This follows directly from (5.20) • 
Generally, a unique stable solution will exist if the demand and cost 

linka ges are not "too strong". Obviously, such a case would require the 
cost-share of intermediate inputs to be small, but is also more likely to 
occur for a large cost-share of capital, due to the diminishing returns arising 
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from this fixed factor . These two effects tend to limit the demand-linkage, 
thereby producing a very steep demand price curve pD (Y) .16 

Furthermore, we recognize the right-hand side of (5.20) as the elasticity 
ELy pS. This elasticity can be interpreted as a measure of the cost-linkage 
(cf. equation (5.3)). To see this, note that variety is valued less for alarger 
substitution elasticity between intermediate inputs a. This implies that as 
upstream entry occurs in response to an increase in downstream demand 
Y, the price index will fall at a slower rate, resulting in a flatter supply­
price curve pS (Y), which indicates a weaker cost-linkage. Thus, a smaller 
cost-share of intermediate inputs a, alarger cost-share of capital and a 
larger substitution elasticity a, tend to create a unique stable equilibrium, 
as illustrated in figure 5.1. 

On the other hand, alarger cost-share of intermediate inputs and a 
smaller cost-share of capital result in a flatter demand curve, thereby re­
vealing a stronger demand linkage. Furthermore, at a smaller substitu­
t ion elasticity, downstream firms value variety in intermediate inputs more 
high ly, as efficiency is enhanced in a more pronounced way by additional 
inputs. Therefore, as upstream entry occurs in response to an increase 
in demand from downstream firms, the price index P will decrease at a 
greater rate, thus producing a steeper supply curve pS (Y), and revealing a 
stronger cost-linkage. This is illustrated in figure 5.2, where the inequality 
(5.20) fails to hold, producing a situation with multiple equilibria.1 7 

5.2.4 Institutional change 

Assume that an institutionai change reform occurs, where the government 
intervenes on the labor market by weakening the union's ability to mark-up 
wages in final good production.18 In our model, we simply assume that this 

16 Any decrease in P will translate into a smaller increase in downstream supply, 
limiting the demand effect on upstream suppliers. 

17The size of the substitution elasticity (]' is important in yet another way. It is easy to 
see that (]' is positively related to scale economies in the upstream industry, since output 
per firm is increasing in (]' (eL equation (5.11)). This is due to the fact that the mark-up 
over wage costs for the typical upstream firm is decreasing in (]' (d. equation (5.9)). A 
smaller mark-up then genera tes less rents to cover fixed costs, which discourages entry 
and tends to increase the criticallevel of downstream production Ya required to support 
active domestic input production. 

1BUnion bargaining power will depend on the unions' right to organize the supply 
of labor and their ability to infiict damage on firms during a confiict. But the right 
to organize and the right to strike is governed by the institutionai framework in the 
economy. Institutionai ch anges may then affect their bargaining power in several ways. 
Such changes may decrease the incentive to become a member of a union. With a smaller 
number of members, the union is weaker in its negotiations with the firm. This will be 
the result if union controi over labor supply is diminished by limiting the legal bargaining 
monopoly of the unions. Reformation of employment security laws is another example. 
In this case, the firing costs for the firms will decrease. 
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FIGURE 5.3. Deregulation at weak linkages 

will increase the bargaining power of the firms in the downstream industry, 
c. By (5 .16), this implies a decreased wage mark-up and thus a decreased 
union wage. What are the effects? 

Begin with the situation of a unique stab le equilibrium, which is the 
case of weak linkages, where (5.20) holds. By proposition 12, we know that 
the production of final goods must always increase. This is illustrated in 
figure 5.3, where a deregulation will shift the demand price curve pD(y) 
upwards, due to decreasing downstream wage costs, but will not affect the 
supply price curve pS (Y), as upstream workers are still paid the competi­
tive wage.1 9 The economy moves from S to S'. 

Then, proceed to a situation with multiple equilibria, where linkages 
are strong. (5 .20) fails to hold and the economy in figure 5.2 has three 
equilibria; I which is unstable and SI and S2 which are stable. It tums out 
that a lower union wage might then have a much more dramatic effect on 
output. Assume that, initially, we are in the stab le low-Ievel equilibrium 
SI. Remember that no domestic input production takes place in SI, due to 
insufficient demand from final good producers, as production is too small, 
that is, Y ~ Yc. As in the previous case, a deregulation will decrease wages 
in final good production but will not affect the wages in input production 
and will thus shift pD (Y ) upwards along an unaffected pS (Y) . 

This is illustrated in figure 5.4, where we note that the unstable equilib­
rium Imoves backwards, which is consistent with proposition 12. At some 

19Formally, we may calculate ELwpD = a:;: pWD = -!. The fact that the wage will 
decrease confirms the shift of the curve. 



p 

5. Cumulative effects of labor market distortions 95 

s · 2 

FIGURE 5.4. Deregulation with multiple equilibria 

point, e, SI and I will coincide. A marginal increase in c then shifts pD(y) 
further to the right so that pD(y) > pS(y), which generates entry of do­
mestic upstream firms which, in tum, further reduces the production costs 
of the downstream firms through agreater range of available inputs, thus fa­
cilitating additional downstream expansion. Due to stronger dem and- and 
cost-linkages in this case, a circular, cumulative process is begun where 
the expansion in the up and downstream industries reinforce each other. 
Cumulative causation will take the economy out of the low-level equilib­
rium SI and into the new industrial equilibrium S;, where the economy is 
completely specialized in industrial pr<?duction.20 

5.3 Conclusion 

In this paper, I have shown that labor market imperfections may have 
considerable effects in an environment with scale economies and imper-

20This result is quite extreme, but arises as the eompetitive wage is unaffeeted by 
industrial expansion . It is, however, easy to "eonvexify" the model by introducing a 
fixed factor , that is , land, in agriculture. Then, as industrial ex pansion draws labor 
from the agriculturai sector, an increasing land/labor ratio increases the competitive 
wage . Adding this general equilibrium effect to the cost-linkage will tend to make the 
supply price curve U-shaped, which, in tum, makes it possible to derive the high-level 
equilibrium 82 through intersecting demand and supply price curves , so that 82 beeomes 
an equilibrium without specialization. This improved realism, however , comes at the 
eost of analytical tractability. But it is easily shown that the qualitative effects of a 
deregulation do not change in the extended model 
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feet competition, where peeuniary externalities and vertical linkages exist 
between firms. 

Conditions with particularly strong verticallinkages were identified, thus 
creating possibilities for multiple equilibria. It was shown that, in such 
cases, a "deregulation" of the labor market may trigger a discontinuous ex­
pansion of output, as the economy moves between equilibria. This process 
worked through the "positive feedbacks" inherent in this type of economy. 
As final good producers increased production in response to reduced wage 
costs, upstream producers benefitted through higher demand for inputs. 
This permitted entry of additional upstream firms, which decreased pro­
duction costs for final good producers even further, through a more efficient 
use of intermediate inputs. 

As noted by several writers, the existence of such "positive feedbacks" 
indicates a coordination failure between firms, since the pecuniary externa l­
ities are not internalized . Union wage policy may worsen this coordination 
failure, which is the very reason for the (potentially) considerable effeets 
of weakening the union . It should be pointed out, however, that disarming 
union power may not be sufficient for industrial take off - the economy can 
still remain in a bad equilibrium if firms do not internalize the peeuniary 
externalities by, for example, integrating vertically. Such internalization 
may fail to materialize, partly because the scope of the linkages may be 
considerable, but also beeause the incentives for an individual firm to take 
these "positive feedbacks" into account , are much smaller than the social 
benefit . 

This suggests that the government might also use other measures . Direct 
subsidies to alleviate the coordination failure between firms are one alter­
native. Another alternative is to increase the openness of the eeonomy, as 
decreasing tariffs on imported inputs (Venables, 1996), or promoting ex­
ports of domestic intermediate inputs or even opening the economy for 
foreign direet investments (Markusen and Venables, 1997), for example, 
might have a similar, cumulative effect on output. 
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