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ABSTRACT
Software is at the core of digitalisation and is often claimed to play 
a central role in innovation and in shaping competition across 
industries and firms. There are yet few studies of the extent and 
nature of software development across firms. We employ a unique 
firm-level survey comprising 3,929 firms across Sweden to analyse 
the distribution and characteristics of firms that invest in software 
development and the orientation of their investments. The results 
confirm that software development activities are present in most 
industries, but heterogeneously distributed across firms. Internal 
software development is associated with innovation-oriented 
large firms in high-tech and knowledge-intensive industries, and 
is often affiliated with MNEs. The results suggest that software 
development is comparable to R&D investments and constitutes 
an example of digital innovation. This strengthens the value of 
studying software development activities to understand how 
firms invest in and build competitive advantage in the digitalised 
economy.
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1. Introduction

In 2011, Netscape founder and Silicon Valley profile Marc Andreessen coined the phrase 
‘software is eating the world’ (Andreessen 2011). He was describing how traditional 
business models, such as that of physical bookstores, were increasingly being challenged 
by software-based businesses like Amazon. Software-based businesses allowed customers 
not only to do their shopping online but also to easily browse and be recommended 
a much larger variety of titles than would have been possible walking from shelf to shelf 
in a physical shop.

Andreessen’s main point, that business models using the software would become 
commonplace and outcompete those that do not, has indeed been vindicated and lies 
at the core of the ongoing digitalisation. The development has been compared to a new 
industrial revolution (Schwab 2017). Intangible assets – mostly software-dependent – are 
growing in importance and outweigh the value of physical capital in a growing number of 
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businesses (Haskel and Westlake 2018). Corrado et al. (2009) estimate that investments 
in intangibles amount to 800 billion USD in omitted contributions to measures of US 
GDP as of 2003 and show that adding this to capital in growth statistics results in 
increased growth measured as output per worker stemming largely from capital 
deepening.

Several studies point to a software-biased shift in innovation in the sense that 
innovation is increasingly associated with technological intangibles, in particular soft
ware development (Evans and Schmalensee 2016; Branstetter, Drev, and Kwon 2019). 
Andersson, Kusetogullari, and Wernberg (2021) study Swedish firms and find that those 
who engage in software development are more likely to introduce new innovations and 
report a higher degree of innovation-related sales than other firms in the manufacturing 
and service industries. Software is also at the very foundation of technologies like big data 
analytics, machine learning, cyber security, and cloud computing, to mention a few.

Taken together, this speaks to the increasingly central role software and software 
development play both in innovation and shaping competition across industries. Yet, 
as numerous studies of the diffusion of technology and innovation throughout history 
have shown (Griliches 1957; Utterback 1974; Pavitt 1984; Geroski 2000; Hall 2004), 
a shift towards an increasing role of software development is likely to neither be instant 
nor evenly distributed across types of firms and industries. This raises the question of 
what characterises the firms that not only use but invest in developing their own 
software.

Formulating a theoretical backdrop to the distribution of software development in the 
economy, we take stock of two key aspects: 1) digital technologies are general-purpose 
technologies, 2) neither software nor the digital infrastructure on which it depends are 
new to the economy.

There is a wide variety of theoretical approaches to the diffusion of new technologies 
and innovation. While early neoclassical models built on the assumption that new 
technologies and innovations spread instantly across the economy, later contributions 
provide a more nuanced perspective on how spatial as well as technological distance, 
sectoral differences, and firm-level capabilities influence the diffusion of new technolo
gies and innovations (Pavitt 1984, Cohen and Levinthal 1990; Agarwal and Gort 2002; 
Ahmad 2003; Cantwell and Iammarino 2005; Frenz and Ietto-Gillies 2007; Andreessen 
2011; Haskel and Westlake 2018; Andersson, Kusetogullari, and Wernberg 2021).

One important aspect is that new technologies are far from homogeneous with regards 
to the manner in which they spread and diffuse in the economy, not least because their 
scope of application varies. Some technologies affect specific sectors while others have 
more profound effects on the entire economy (Nelson and Winter 1982). The latter tend 
to be technologies that can be adapted and employed for a variety of purposes – they are 
general-purpose technologies (GPTs) like the steam engine or electricity (Bresnahan and 
Trajtenberg 1995). GPTs do not only add to existing production, but also change the 
conditions for production across sectors, resulting in the disruption of business models 
and long-term structural change. Arthur (2009) distinguishes between technologies that 
add to an existing system (structural deepening) and technologies that disrupt and 
replace parts of that system (domain shifting). Digitalisation constitutes an economy- 
wide domain shift and software is what makes digital computers a general-purpose 
technology in the first place.
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This holds several important implications for how we understand the current dis
tribution of software development in the economy. First, software development should 
not be expected to be limited to a specific sector of the economy. Digitalisation emerged 
with the growth of the IT sector but is no longer limited to it. Software development is 
not a new activity as such, but with the advancement of digital transformation, it is 
spreading and becoming increasingly heterogeneous precisely because it spreads and 
spans across sectors. Digitalisation comprises not only technology adoption but also the 
search, adaptation and complementary innovations required to draw productivity ben
efits from the new technologies (Brynjolfsson and Hitt 2000). Software development – 
programming digital technologies for a specific purpose – is coupled with complemen
tary innovation aimed at leveraging technologies in different sectors under different 
conditions.

Furthermore, an overt focus on (static) sectoral boundaries may prove misleading 
when looking at digital transformation. Castellacci (2008) has shown that the transfor
mation to software-based business models has led firms to shift from manufacturing to 
service sectors (in terms of statistical categorisation). A recent example of this is the 
Swedish telecom company Ericsson, one of Sweden’s largest firms, which shifted from 
manufacturing to services in 2017. This speaks to the need for an economy-wide 
approach to the analysis of software development.

A second implication is that because it is a GPT, sector- and firm-level differences in 
diffusion are more likely to determine when than if firms adopt software-based technol
ogies. In fact, most, if not all, parts of the economy already use software-based technol
ogies to some degree. According to Statistics Sweden, 94 per cent of all firms with more 
than ten employees had a fixed broadband connection, and 91 per cent maintained 
a website in 2021. Twenty-four per cent reported taking purchase orders online in 2020. 
Thus, the distribution of software development is not likely to be solely determined by 
the diffusion and adoption of software-based technologies. In fact, we should probably 
not expect every firm to eventually engage in software development. Instead, we can 
think about the decision to invest in software development as a type of ‘make or buy’ 
decision intimately coupled with digital transformation – buying standardised software 
comes at a lower initial cost which may make it more easily available, but developing your 
own could potentially result in a unique competitive advantage, or failure.1 These are 
essentially two different approaches on digital transformation, and the latter is charac
terised by a higher degree of uncertainty and, arguably, risk-taking. Investments in 
software development may be motivated by both necessity (specific demands that are 
not met by standardised software or it is too expensive) and opportunity (potential for 
innovation), but these firms set themselves apart by not being subject to the same 
conditions – for better or for worse – provided by standardised software.

The growing ubiquity of software-based businesses in the economy as a whole is well- 
documented (e.g. Ensmenger 2012; Brynjolfsson and McAfee 2014; McAfee and 
Brynjolfsson 2017; Auerswald 2017), and there are numerous studies on how firms 

1In addition, the decision to invest in software development is not only a result of internal factors, but also of changing 
external conditions. Because software-based applications are part of a GPT, each firm’s environment is not only shaped 
by its immediate competitors but also by ripple effects of the structural change happening in other parts of the 
economy. For example, the wide spread of smartphones with internet connection has significantly changed the 
demand for software-based services far beyond the IT and telecommunications sector.
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implement software-based tools in their organisations and processes (e.g. Quinn, Baruch, 
and Zien 1996; Yoo, Henfridsson, and Lyytinen 2010; Ensmenger 2012; Nambisan et al. 
2017; Kim, Lee, and Gopal 2019; Niebel, Rasel, and Viete 2019). However, there is a lack 
of firm-level studies that explore the middle-ground between these two bodies of 
research, i.e. the distribution and orientation of software development in the economy 
as a whole and the characteristics of software-developing firms. Put differently, software- 
based business is increasingly pervasive in the economy and firms reorient their business 
to implement software-based solutions, but the understanding of which firms invest in 
software development, either to sell software to others or to develop a competitive 
advantage for other products and services they sell, is still very limited. Yet, these firms 
likely play a key role not only in their respective industries but also in the digital 
competitiveness of the economy.

This paper contributes to filling the gap between macro-level descriptions of digital 
transformation as a homogenous – albeit unevenly advanced – phenomenon and micro- 
level case studies of software development in individual firms. It is well-known from that 
software development has spread beyond the IT industry, but there is no comprehensive 
overview of how it is distributed across other parts of the economy or what characterises 
the firms across sectors that invest in developing their own software to a lesser or larger 
degree. Adding to this picture, we hope to contribute to a better understanding not only 
of decisions pertaining to firm-level digital transformation but also of the digital shift in 
the economy as a whole. We are not looking for a homogenous software sector, but for 
the heterogeneities of software development across sectors and the common character
istics that set software-developing firms apart from their competitors.

We employ unique firm-level survey data comprising 3,929 firms across the 
Swedish economy to analyse the distribution and characteristics of firms that invest 
in software development as well as the orientation of their investments. The analyses 
provide a snapshot of the distribution and direction of software development across 
firms in Sweden, i.e. an advanced and digitally mature OECD economy, and also 
provide an overview of investments in intangible assets related to software 
development.

Software is everywhere and software development is nothing new, but with the digital 
transition of the economy it is becoming a key instrument in the transformation of 
businesses to leverage digital technologies. Against this background, we propose that 
firms that engage in software development are in some respect at the forefront of the 
digital transformation in their respective industries. While there may be firms that 
pioneer the use of digital technologies and software-based business models without 
developing software, firms that do develop software are highly unlikely to be digital 
laggards because of the investment and risk-taking it requires. This warrants further 
investigation of these firms.

Firms develop software for different purposes. Some firms may use software develop
ment to produce new products or services, while others use software to increase the 
efficiency of their existing business. We take this into consideration by distinguishing 
between five primary orientations of software development: (1) as an independent service 
or product, (2) software developed to be embedded in a physical product, (3) for 
distribution or sales of a product or service, (4) for own internal operations and efficiency 
and (5) sales of software development services to others.

4 M. ANDERSSON ET AL.



The results confirm that software development activities are present in most industries 
but heterogeneously distributed across firms and in orientation. Most of the results 
concerning the types of firms and their market contexts that invest in software develop
ment are in line with the notion that software development is comparable to R&D 
investments and constitutes an example of digital innovation. This in turn strengthens 
the value of studying software development activities to better understand how firms 
invest in and build competitive advantage in the digitalised economy.

2. General-purpose technologies, digitalisation and software development

2.1. A new general-purpose technology

Economic analysis has long considered technological change as a core driver of economic 
growth (Romer 1990; Solow 1957). At the same time, many standard economic models 
have been criticised on the grounds that they either assume that technologies arrive 
exogenously or that they are assumed to spread instantaneously, as if the economy was 
a ‘flat market’. However, technologies are different in terms of the pervasiveness of their 
diffusion as well as in terms of their impacts on different segments of the economy. To 
understand technology-driven economic change, one must account for its uneven and 
heterogeneous impact.

Inspired by the way economic historians highlight the key role played by specific 
technologies, such as the steam engine during the industrial revolution, Bresnahan and 
Trajtenberg (1995) introduce the concept of general-purpose technologies (GPTs). GPTs 
are enabling technologies with considerable innovative complementarities, or to para
phrase a more recent attempt at a consensus definition, they are ‘pervasive, improving 
over time and able to spawn new innovations’ (Brynjolfsson and McAfee 2014, p. 76). In 
other words, a general-purpose technology provides a common technological base, upon 
which specific applications and innovations can be developed, diffused, or recombined 
across sectors or markets.

The ongoing digitalisation constitutes the introduction of a new general-purpose 
technology comparable to the steam engine and electricity before it (Castells 1996; 
Varian 2003; Lipsey, Carlaw, and Bekar 2005; Grajek 2012; Brynjolfsson and McAfee 
2014; McAfee and Brynjolfsson 2017).

Digital technology deploys such architectural paradigms as Cyber-Physical Systems 
(CPS). As the internet has transformed the way how humans interact with each other, 
CPS transforms the way how humans interact with the physical world (Rajkumar et al. 
2010). In CPS, information from the physical and cyberspace is closely monitored, 
coordinated and synchronised, which facilitates the creation of a hyperconnected world 
(Bordel et al. 2017; Monostori et al. 2016). The pervasiveness and combination of 
computational and physical spheres spawn new innovations in various areas such as 
robotics, automotive and healthcare systems. These systems become significant in 
various aspects of the industry, as virtual simulations and testing become more 
obtainable.

The interaction between the physical and digital dimensions is the core of CPS, where 
data analytics plays a key role. Being integrated into data analytics, software is used to 
process, filter and store data from the physical world and codify it for cyberspace.
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CPS is one of the trends that transform many different industries as well as firms. It is 
used in intelligent houses, smart electricity networks and intelligent transport systems. 
The pervasiveness of digital transformation also drives the development of new ways for 
manufacturing firms to produce products. For instance, digitisation drives the develop
ment of ‘digital twins’ which provide the foundations for the product life-cycle manage
ment (Grieves and Vickers 2017). The concept of ‘digital twin’ can be defined as a virtual 
representation of a physical object that contains all information about its physical 
characteristics and the environment within which the physical product exists. Digital 
twins are beneficial for manufacturers as they open prospects for virtual simulation, 
modelling and evaluation of product performance (Grieves and Vickers 2017).

The integration between the cyber and physical settings on different scales creates 
multiple applications for firms to obtain a competitive advantage and exploit the full 
potential of digital transformation across industries.

Taken together, digitalisation combines (i) computational capacity that makes it 
possible to process anything that can be quantified (e.g. Arthur 2009), (ii) distributed 
networks that connect people, firms and machines and generate large amounts of data 
from their interactions (e.g. Benkler 2006), and (iii) software (e.g. Ensmenger 2012). It is 
software that makes it possible to program the computational power and direct the use of 
the networked resources to develop a wide variety of different applications. One could 
argue that software is what makes digital networked computers a general-purpose 
technology.

2.2. Software’s role in digitalisation

As digitalisation progresses, so too is software development spreading across different 
sectors of the economy. The decision to invest in software development, as opposed to 
buying standardised software ‘off the shelf’ can be framed in two ways: First, it can be 
understood as calculated risk-taking with the aim to secure a competitive edge, either out 
of necessity because there is no suitable standardised software product corresponding to 
the needs of the firm, or out of opportunity because the investing firm believes it can 
develop a software-based solution that is superior to existing ones in the market. Even if 
software development starts out as a means to an end within an existing business model, 
it may also develop into a new business opportunity where the firm can sell software as an 
independent product or service.

Second, for a firm to engage in software development can also be understood as a part 
of its digital transformation. In attempting to leverage productivity benefits from new 
technologies, firms must engage in an experimental search for complementary innova
tions, i.e. to adapt organisation and work to the new tools available (Brynjolfsson and 
Hitt 2000). Developing software is a way of adapting the new tools to the specific needs of 
the individual firm.

Software development can be thought of as utilising an ‘ever-expanding set of lego 
bricks’ of software-based functions (Branstetter, Drev, and Kwon 2019, p. 543) with 
increasing combinatorial innovation potential. It enables a variety of new industries 
including video games, social media and multisided platforms (e.g. Evans and 
Schmalensee 2016; Marchand and Hennig-Thurau 2013; Williams 2002). Furthermore, 
embedded software provides ample evidence of how software can be used to leverage 
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computational capacity in traditional industries such as car manufacturing and aircraft 
design (Lee 2002, 2000). For example, modern military aircraft design is made inherently 
unstable to improve manoeuvrability, but this would be impossible unless software 
balanced the aircraft in real-time (Arthur 2009, p. 73). In addition, software and software 
development are at the heart of machine learning and artificial intelligence (e.g. 
Domingos 2015). The software also makes up an ‘invisible infrastructure’ that is becom
ing increasingly pervasive in and integrated into the economy as digitalisation progresses.

Pineiro (2003), who studies individual-based variations in software programming, 
points out that software is literally everywhere, and a growing share of society is in 
different ways becoming dependent on different types of software. Along this vein, 
Ensmenger (2012) argues that, as software is becoming ubiquitous, software program
mers are becoming de facto planners of the digital society. Both of these observations 
echo the legal scholar Lawrence Lessig (2000), who has made the argument that because 
software code regulates digital space much like legal code regulates physical space, code is 
the law.

Software also takes the centre stage in the ongoing shift or rebalancing from tangible 
to intangible assets in the economy. Haskel and Westlake (2018) point out that not only is 
it becoming harder to estimate value without including intangible assets, but intangibles 
also exhibit characteristics that separate them from physical capital. Specifically, they 
formulate four characteristics of intangible assets: 1) they constitute sunk costs, 2) they 
generate spillovers, 3) they tend to be scalable, and 4) they have synergies (or comple
mentarities). Because of this, the authors conclude, ‘we might reasonably expect an 
economy [increasingly] dominated by intangibles to behave differently’ (ibid p. 10).

Even so, the nature and characteristics of software and software development have 
oftentimes been overlooked or left out in macroeconomic analyses of the digital shift in 
the economy, perhaps because it falls in between traditional measures of technology 
uptake, organisational factors like human capital, and more recent indicators focusing on 
data.

2.3. Software development as an R&D investment linked to digital innovation

Since the economy is not ‘flat’ with respect to the introduction of digital technologies, and 
by extension the shift towards intangible assets, the distribution of software development 
across industries and firms provides an important indicator both how different industries 
and firms relate to technological change and how this is reflected in the economy. While 
software development is no new phenomenon and it is common knowledge that firms 
outside of the IT industry engage in their own software development, there is no coherent 
overview of how software development activities are distributed across the economy or 
what characterises the firms that invest in developing their own software across sectors.

Most firms in a modern economy like Sweden use software-based tools to some degree 
in their business. At the same time, there are likely to be considerable differences between 
the least and the most advanced uses of the software. There is a wide variation in the type 
of software-based applications that firms employ, ranging from email and smartphones 
to Enterprise Resource Planning (ERP) or Customer Relationship Management (CRM) 
systems and to big data analytics, machine learning and cyber security. Small and 
medium-sized enterprises, which constitutes most firms in all economies, often exhibit 
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a low digital maturity in terms of the applications they have implemented into their 
businesses (Tillväxtanalys 2018; Wernberg 2020).

While most of these firms buy their software ‘off the shelf’, there is also a small group 
that invests in their own software development. These firms stand out because they are 
making a larger investment into tailoring software-based applications than their peers, 
but also because they are taking a considerable risk. Firms that buy standardised software 
products potentially gain the same competitive advantage from their investment as every 
other firm that bought the same product, provided it is successfully implemented into 
their business. Software-developing firms, on the other hand, stand to gain a unique 
competitive edge if they manage to successfully build software that is better aligned to 
their needs. They also risk netting a loss if that investment fails.

All firms should not be expected to engage in software development because of their 
digital transformation. On the contrary, because of the associated costs and risks, it is 
reasonable to believe that the number of software-developing firms will remain relatively 
small in comparison with firms that buy their software off the shelf. Thus, firm-level 
statistics about software development in the economy should not be interpreted as 
a comprehensive measure of progress. Instead, we propose to use these data to provide 
a snapshot of the distribution and orientation of investments in software-based intangi
ble assets. When firms invest in software development it is coupled with their digital 
transformation, and as such the distribution of software development activities across 
sectors provides an important overview of the digital transition of the economy.

This transition is not homogeneous across industries as firms are expected to have 
different outputs. Table 1 provides statistics across the purpose and nature of software 
development for manufacturing and service industries. The table shows the distributions 
of firms across different software development processes. It indicates all firms in the 
sample, only service and then only manufacturing firms and shows the percentage 
distribution across the purpose of the software.

Table 1. Statistics for in-house, external and mixed software development over the purpose of 
software.

SW as an 
independent 

service or product

Value of the product 
is created by 
included SW

SW for 
distribution or 

sale of the 
product

SW for 
own 

operations

SW development 
service (as 

a consultant) Total

All sample
In-house 27.88 21.28 18.66 21.8 10.27 100
External 3.23 12.9 30.65 52.3 0.92 100
Mixed 12.89 22.64 20.92 37.82 5.73 100
Total 15.24 18.81 23.41 36.75 5.79 100
Services
In-house 35.4 10.03 21.83 18.29 14.45 100
External 4.53 9.88 34.57 50.21 0.82 100
Mixed 20 12.5 22 36.5 9 100
Total 21.87 10.61 25.83 32.86 8.82 100
Manufacturing
In-house 9.42 49.28 10.87 30.43 0 100
External 1.57 16.75 25.65 54.97 1.05 100
Mixed 3.36 36.24 19.46 39.6 1.34 100
Total 4.39 32.22 19.46 43.1 0.84 100
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There are some considerable differences between service and manufacturing firms. 
The share of firms investing in software development is larger in services industries than 
in manufacturing across the board, except for embedded software where manufacturing 
firms heavily outweigh service firms. Manufacturing firms favour in-house developers 
most heavily in work related to embedded software, while the same is true for service 
firms when it comes to selling software development as a service or building independent 
software products and services. In general, the table suggests that the more a firm’s 
service or product is tied to software development, the more likely that the firm develops 
software internally. Moreover, the nature of the product differs across the industries. 
Manufacturing firms choose to develop software and use it along with their physical 
products, while service firms develop software and sell it as a standalone service/intan
gible product.

There are clear differences between in-house and external developers with respect to 
the orientation of the software being developed. Firms that develop software as an 
independent product, work with embedded software or sell software development as 
a service predominantly use in-house developers, while firms that develop software to 
improve their operations or expand their distribution and sales rely more heavily on 
external developers. We expect that firms developing software to improve their internal 
processes or logistics choose not to invest in internal development as it requires compe
tence and substantial changes in the organisation. This reflects not only a difference in 
the value of internalising the software development work, but also in the degree to which 
firms change their organisation to leverage software-based solutions.

Taken together, the discussion above suggests that while most firms in developed 
economies employ software-based tools to some degree, there is a considerable span 
between the least and the most advanced uses of the software. The approach taken in this 
paper builds on the presumption there should be a significant difference between firms 
that buy software ‘off the shelf’ and those that develop their own. Firms that buy 
standardised software products gain the same potential competitive advantage as any 
other firm that buys the same software.2 Furthermore, these users benefit from the 
economies of scale associated with updating and developing standardised software 
products.

Developing your own software is more akin to an R&D investment: it may succeed 
and generate a competitive advantage that is unique to the developing firm and separates 
it from competitors, but it may also fail and net a considerable loss to the firm. Software 
development, as compared to buying and implementing third party software products, is 
associated with more risk-taking and experimentation. Also, software development goes 
beyond mere technology adoption and arguably gives an indication that firms are 
attempting to adapt their business to leverage the benefits of digital technologies in 
a way that gives them a competitive edge. In this respect, software development is like 
R&D investments or investments in other types of digital innovation. This is the main 
proposition that this paper aims to test.

To this end, we employ a unique data set to study the distribution and orientation of 
software development among firms in the Swedish economy as well as the characteristics 
of software-developing firms with the purpose of contributing to a better understanding 

2Granted, some firms may be better equipped than others to leverage a specific standardised software-based technology.

INDUSTRY AND INNOVATION 9



of 1) what characterises firms that invest in software development to gain a competitive 
advantage in the digital transformation, 2) what areas are most software-development- 
intensive in the Swedish economy and, by extension, in what areas are firms investing in 
this type of intangible assets.

Sweden provides a particularly interesting empirical case because of its high level of 
technological penetration and uptake. Early political initiatives aimed at expanding 
physical broadband infrastructure and promoting household investments in personal 
computers set the means that basic conditions for leveraging digital technologies are 
widely spread and accessible to most, if not all, businesses. A majority of ICT investment 
carried out by firms in Sweden is spent on software (Andersson and Lööf 2009). 
Investments in both in-house and external software development is high, and Sweden 
is holding a leading position amongst OECD countries. According to Ahmad (2003), 
Sweden has spent 2.7% of its GDP share on software, placing the United States second. 
Accordingly, any differences in technology diffusion of investments in software devel
opment are unlikely to be the consequence of lacking or varying conditions. Instead, 
distributional patterns and characteristics reflect a larger degree of differences in prio
rities and firm-level capabilities. Taken together, this provides a tangible picture of what 
could be described as Sweden’s digital competitiveness.

3. Data, empirical strategy and descriptive statistics

3.1. Data

We employ data based on a unique firm-level survey about software development (SWD) 
that took place during 2019 among firms in Sweden. Firms that took part in the survey 
have also been identified in the Community Innovation Survey (CIS) data as well as firm- 
level register data. This allows us to combine information on firms’ SWD activities with 
information on innovation types as well as firm-specific information about the structure 
of employees, ownership, industry, size, and internationalisation.

The SWD survey focuses on whether firms develop software, if the software is 
developed by in-house employees, external consultants or whether the firms use both 
strategies. The survey also answers the question about the primary function of the 
software that a firm develops.3 For this, firms that develop software were asked to choose 
only one option that characterises their software. In the empirical analysis, we consis
tently separate between firms that have in-house, only external or mixed software 
development strategies as they represent different degrees by which software develop
ment is integrated with firms’ business operations.

It also includes questions related to the firm’s own perception of the market situation, 
specifically the degree of competition and whether it is a new or established market 
segment. The design of survey questions, as well as the population frame, was developed 
in collaboration with SWEDSOFT and Statistics Sweden (SCB), who also conducted the 
survey and validated the results.4

The frame population for the survey included Swedish companies. It was drawn from 
various industries: (i) Manufacturing, (ii) Energy, (iii) Trade, (iv) Transportation and 

3The complete set of survey questions are available from the authors upon request.
4Information about SWEDSOFT is available here: https://www.swedsoft.se/en/.
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Warehousing, (v) Information and Communication, (vi) Finance and Insurance, (vii) 
Law, Economics, Science and Technology. Survey questions were sent out to 9,425 firms 
in Sweden, and 4,598 firms submitted their response, which implies a response rate of 49 
%. The person who responded to the SWD survey had to be part of the firm’s manage
ment board, corresponding to the chief technology officer or CEO.

A unique feature of the data is that the firms that completed the survey are identified in 
the firm-level register data. These register data include the Firm and Establishment 
Dynamics database (FEK), Foreign Trade data and the individual-level data from the 
Longitudinal Individual Level database (LISA). This implies that we can obtain informa
tion that refers to the year 2017 and covers (i) balance sheet statistics, (ii) employment 
composition, (iii) internationalisation activities and (iv) ownership structure.

These large-scale data have been paired with the latest Community Innovation Survey 
(CIS 2018), which allows us to correlate survey answers intimately with R&D activities 
and product strategies of firms. The CIS 2018 referred to the years 2016–208 and the 
SWD survey to 2019.5

After merging all datasets and dropping missing observations for variables of interest, 
we have 3,929 firms. This allows us both to map the development of software across 
industries and firm traits and to estimate which firm traits are most likely to correlate 
with software development in different industries. All data are accessed through the 
Microdata Online Access (MONA) service provided by SCB.6 The merged data allow us 
to develop a dataset with detailed information on software development as well as various 
background characteristics of the firms, such as size, age and education of employees, 
technical infrastructure, industry affiliation, export activity, multinationality, R&D activ
ities and innovation types.

3.2. Empirical strategy and variables

3.2.1. Multinomial logit models (MNL)
The aim of the empirical analysis is to assess the characteristics of firms that develop 
software and how these firms differ depending on the orientation of the software they 
develop. Our main proposition is that software development is like R&D investments or 
investments in other types of digital innovation.

To this end, we use probability models to analyse how the probability of developing 
software is related to firm-level characteristics. We undertake two separate data analyses 
with two multinomial logit models (MNL). First, we examine companies focusing on the 
link between in-house, externally sourced and mixed software development and firms’ 
characteristics. Second, we assess how different purpose of the software that firms 
develop correlate with firm-level attributes.

To estimate the relationship for the first model, we set up an MNL where the 
dependent variable is a dummy which is one if the firm reports that they develop software 

5In our empirical context the discrepancy in timing between the CIS and the SWD survey is not an issue. First, we do not 
aim to conduct a strict causal analysis between software development and R&D activities, but focused on the overall 
relationship between those two. Second, software development is a continuous event that involves refinements and 
testing rather than a sole occasion. The survey was designed to assess whether software is integrated into firms’ 
business operations rather than an one-off event that took part in the particular year.

6https://www.scb.se/MONA.
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in-house, two if it develops software using external service providers, three if it uses 
a mixture of both and zero if a firm is not involved in software development. For this 
model, the choice of ‘no software development’ is a base category. The firms were allowed 
to choose only one of these options.

For the second model, we analyse the relationship between the use of the software 
a firm develops and the attributes of the firm. Firms than develop software were asked to 
choose only one option that best corresponds to the main purpose of this software. In the 
analysis, the dependent variable is the dummy that displays the order of alternative 
characteristics of developed software, such as (1) software as an independent service or 
product, (2) value of the product is created by included software, (3) software for 
distribution or sale of the product, (4) for own operations, don’t sell anything software- 
based and (5) software development service (as a consultant). Firms that do not develop 
software were excluded from this analysis as they were not asked this question. We set the 
‘software development service’ as a base category in the second model.

In our econometric analysis, predicted probability coefficients are interpreted with 
respect to the base category. The predicted probability for the MNL model is given by 
(Greene 2003): 

ProbðYi ¼ jjXiÞ ¼
exp X0iβj

� �

1þ
Pj

j¼1 j exp X0iβj

� � (1) 

where j ∈ f0; 1; 2; 3g and i ¼ 1; . . . ; 3929 for the first MNL; j ∈ {1,2,3,4,5} and 
i = 1, . . .,1260 for the second MNL. Equation 1 provides a set of probabilities for different 
choices of software development Yi. In these models, βj is the set of regression coefficients 
associated with outcome j, and vector Xi is the set of explanatory variables associated with 
observation i. After the estimation, we compute the average marginal effects which are 
the slope of the prediction function at a given value of the explanatory variable. It allows 
us to further examine the relative influence of our results and define the direction and 
magnitude of the relation between software development of any kind and firms’ 
attributes.

3.3. Control variables – firm characteristics related to the probability of SWD

We assess how several different characteristics of firms and their market position are 
related to the probability to develop software, including size, available infrastructure, 
innovation and R&D, education level of employees, firms’ own assessment of their 
market as well as ownership and internationalisation.

We assess the relationship between software development and firm size. The issue of 
technology adoption relating to company size has been examined widely in the literature 
(Cohen 2010; Kaplinsky 1983; Schumpeter 1942) with inconclusive findings. Drawing 
from Schumpeterian theory, larger firms have an advantage over small companies as they 
have access to technological resources and greater capabilities to invest capital into 
equipment and competence that are needed for software development. On the other 
hand, although large companies accumulate resources needed for software development, 
they may be less flexible than smaller firms and suffer from bureaucracy. Small firms can 
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adapt to technological change quicker and account for a large share of product innova
tion, while large firms may prevail in the process innovation (Acs and Audretsch 1988; 
Yin and Zuscovitch 1998). One argument is that large firms are better apt to introduce in- 
house and external software development as they have greater access to resources, as well 
as to develop software that helps to improve the production and service processes, such as 
software for their own operations and distribution. However, small firms may be more 
likely to involve in software development as a product. To test the influence of firm size 
on software development, we compute firm size as dummies that reflect the number of 
workers employed at small (10–49), medium (50–249) and large (250+) firms. 
Information on the number of employees is based on the firm-level register data.

Software development may depend on whether the firm is able to absorb specific 
knowledge required to foster the implementation of new technologies. We draw on 
information from the SWD survey and include a dummy variable for whether firms 
own all technical infrastructure which can be data storage and capacity to handle data as 
well as having all technical infrastructure or most of the technical infrastructure is 
supplied by third parties.

We also include variables that reflect the age and education level of employees. These 
variables are computed from information on individual employees in the LISA database. 
The literature suggests that older employees may be less inclined towards the usage of 
new technologies while younger workers are more associated with the adoption and 
adaption of technological advancements or they join firms with greater innovation 
prospects (Ouimet and Zarutskie 2014; Pfeifer and Wagner 2014; Schubert and 
Andersson 2015). The rationale for this variable is that firms with younger workers 
may have higher propensities to develop software in-house. The average age of employees 
is intended to capture the link between the adoption and adaption of new technologies 
and the age of workers.

Firms’ capabilities to adapt to technological shift is also affected by the employees’ 
human capital, their abilities and knowledge (Vinding 2006). Our expectation is that 
firms with large share of highly skilled employees have greater inclination to engage in 
software development. Thus, we establish variables about education level of employees 
and develop two step measures of human capital. First, we identify employees with a long 
university education that is at least three years.7 In LISA database, codes for education 
level follow the SUN2000 (Swedish education) nomenclature. Then, we distinguished 
between the types of training. The education level of employees is reflected by two 
variables that are expressed as the proportion of a firm’s employees with long university 
education in STEM8 (science, technology, engineering, and mathematics) and the pro
portion of employees with a long university education in fields other than STEM. By 
distinguishing between STEM and non-STEM educated employees, we evaluate software 
development relative to education background.

We relate the characteristics of the markets in which firms operate that concern 
competitive pressure to introduce new products or develop software. The relationship 
between market competition and new technologies has been extensively discussed in the 

7Long university education is defined as employees with any of the following codes: 53 – three years; 54 – four years; 55 – 
five or longer. Doctorate education: 64 – PhD; 62 – licentiate.

8Code 4 – Biology and environmental science; physics, chemistry and geoscience; mathematics and natural science; 
computer science. Code 5 – Engineering.
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literature since Schumpeter’s distinction between Mark I and Mark II (Schumpeter 1942, 
1934). As Mark I suggests, high market competition and low entry barriers foster 
innovation in smaller firms. On the other hand, established markets with high entry 
barriers and large firms operating in these markets could be the main drivers of 
technological developments according to Mark II (Malerba and Orsenigo 1996). 
Software development may stimulate the creation of new niche markets whereas high 
competition may stimulate firms to adopt new technologies and develop software of 
various kinds. To control for this, we include variables that reflect the self-assessed 
characteristics of the market and the degree of competition (both domestic and interna
tional). Expressed as dummy variables in the analysis, firms were asked to choose the 
option that best corresponds to the firm’s market conditions. Firms had to select whether 
they operate in a new or established market and identify the degree of competition.

As discussed before, several studies document a software-biased shift in innovation in 
the sense that innovation is increasingly associated with software development 
(Branstetter, Drev, and Kwon 2019; Andersson, Kusetogullari, and Wernberg 2021). 
Industry studies of R&D-performing firms also show that a significant fraction of the 
R&D staff in many firms indeed develop software.9 Firms that engage in R&D can be 
expected to have better prospects to develop new products and services, as they can adopt 
and adapt to the new technologies and absorb knowledge (Cohen and Levinthal 1990). 
To test for these arguments, our model includes a variable reflecting whether a firm has 
permanently employed R&D workers, i.e. if a firm is engaged in persistent R&D. It allows 
us to see how much the firm’s operations are potentially in line with the adoption of 
digital technologies and how it may be correlated with software development. Another 
aspect that we consider in the model is the firms’ innovation processes. We aim to better 
understand whether diverse ways of software development extend the firm’s likelihood to 
innovate and what is the main type of innovation outcome. The software can be used by 
firms not only to improve processes but to innovate in products and services. We also 
control for the degree of innovation by including the dummy on radical innovation, 
which indicates whether a firm has introduced a new product for the market. All these 
variables are expressed as dummies in the analysis and drawn from the CIS 2018 
database.

Finally, we also consider whether a firm is engaged in export to foreign markets and 
whether it is affiliated with a multinational enterprise (MNE). Firms may have better 
prospects to develop new products if they are exposed to international markets and thus 
be more inclined towards software development. Exporting firms may use the interaction 
with foreign customers as a source of ideas for new products and services and also be 
subject to stronger competition, forcing them to be in the frontline of the digitalisation 
(Andersson and Lööf 2009; Fassio 2018). Firms that are affiliated with an MNE can have 
better access to technology and internal resources within MNEs, which opens prospects 
for product and process innovation (Cantwell and Iammarino 2005; Frenz and Ietto- 
Gillies 2007). We expect that firms that are part of an MNE are disposed towards software 
development and have enough resources and knowledge to develop software in-house. 

9A survey of the 39 largest R&D-firms in Sweden conducted in 2016 showed that four out of 10 R&D employees, i.e. 40 %, 
are involved in software development, (see https://www.nyteknik.se/innovation/4-av-10-fou-anstallda-utvecklar- 
programvara-6578226)
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The variables are drawn from an audited register firm-level data on exports and owner
ship structure and expressed as dummies.

4. Results

4.1. Frequency and orientation of software development

Tables 2 and 3 present descriptive statistics of the variables used in the empirical analyses. 
From Table 2 we see that 12.14% of the firms in the sample have in-house software 
development while 11.05% of the firms develop software only externally and 8.88% use 
a mixture of internal and external development. Significantly less than half of the firms in 
the sample thus develop software (32.07%). Software development of any kind is more 
common for firms in the electronics, IT services and printing/publishing sectors. The 
majority of firms in law (82.2%) don’t develop software. In the industries, the fraction of 
firms that are engaged in internal software development is larger for machinery, electro
nics and publishing services. In the IT-services and technical engineering sectors major
ity of software is developed internally or as a mixture of both internal and external ways. 
External software development is however most frequent in energy/oil (21.21%).

According to Pavitt (1984), firms can be classified according to their use and devel
opment of innovation. First, supplier-dominated firms such as firms from the textiles 
sector depend on innovation from suppliers. In line with Pavitt (1984), most firms (80%) 
in the textiles and clothing industries do not develop software. Second, production- 
intensive firms (such as machinery and engineering) exist in symbiosis with large 
manufacturers and vehicles firms that consume their innovation. We see a similar pattern 
in Table 2, as most vehicles firms develop their software externally (18.9%). However, 
around 12% of vehicles sector firms have chosen to invest in software development in- 
house, which may be due to the changing nature of machinery and vehicles products.

The general pattern is thus that internal software development is common across 
industries, and that software development is more frequent in the electronics and 
telecommunications sectors.

Table 3 presents summary statistics of all variables in the analysis. In our estimation 
sample, most firms are small (60%) and medium-sized (31%). Roughly half of all firms 
had their own technical infrastructure, and the average age of employees was around 
41 years with 69 years as a maximum and 21 years at a minimum value. The average 
proportion of employees with a long university education in STEM was 19% whereas the 
proportion of employees educated in fields other than STEM reached 9%. With respect to 
market and competition variables, we see that majority of firms perceived the market 
conditions to be described as a market with high competition (80%) and only 4% defined 
their market as new. It is also clear that the most common reason to engage in software 
development is to improve the efficiency of their existing business (12% of the full 
sample), followed by those who develop their distribution and sales channels using 
software, working with embedded software, developing software as an independent 
product, and selling software development as a service. Looking at innovation variables, 
we see that a large share of firms (51%) is focused on process innovation and only 9.8% 
invest in persistent R&D. Roughly half of the firms in the sample report owning their own 
technical infrastructure, while the other half rents it from a third-party provider. This 
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speaks to the notion that while most firms surely use the software in different capacities, 
there is a considerable difference between the least and the most advanced users.

4.2. Determinants of software development

The following section provides the estimation results from the MNL models. To deter
mine the effect of firm characteristics on the probability scale, we computed average 
marginal effects over the estimation sample. For this model, we split the results into three 
alternative models: using the full sample and separating out service and manufacturing 
sectors, respectively. Table 4 presents the estimation of the MNL model analysing the 
relation between software development and the firms’ characteristics.

A first observation is that the probability of in-house software development exhibits 
a much clearer relationship with specific firm characteristics than external development. 
This indicates that in-house development is more concentrated to a few parts of the 
economy, perhaps because it requires more substantial long-term investments than it 
does to hire external developers.

Looking at the full sample, firm size clearly plays into the distribution of software 
development activities. First, firm size is strongly positively associated with the 

Table 2. Industry distribution over the sample.

NACE Rev 2 sectors Frequency

% of 
all 

firms

% of firms 
developing 
software in- 

house

% of firms 
developing 

software 
externally

% of firms 
developing 

software both int. 
and ext.

% of firms 
not 

developing 
software

Food/Beverages/Tobacco 122 3.11 3.28 10.66 6.56 79.51
Textiles/Clothing 35 0.89 5.71 14.29 0.00 80.00
Wood/Paper 129 3.28 3.88 15.50 13.18 67.44
Chemicals/ 

Pharmaceuticals
71 1.81 1.41 11.27 5.63 81.69

Rubber/Plastics 84 2.14 3.57 10.71 8.33 77.38
Glass/Ceramics/Concrete 60 1.53 0.00 16.67 5.00 78.33
Metals 206 5.24 5.83 10.68 8.74 74.76
Machinery/Equipment 165 4.20 18.18 10.30 13.33 58.18
Electronics/Electrical 116 2.95 37.07 8.62 18.97 35.34
Vehicles 79 2.01 12.66 18.99 10.13 58.23
Furniture/Other 

Manufacturing
76 1.93 14.47 11.84 9.21 64.47

Water Supply/Waste/ 
Recycling

98 2.49 3.06 7.14 8.16 81.63

Energy/Oil 99 2.52 4.04 21.21 16.16 58.59
Wholesale Trade 207 5.27 13.04 14.98 10.63 61.35
Transportation/Postal 

Services
321 8.17 5.92 14.95 6.23 72.90

Printing/Publishing/ 
Media

173 4.40 31.21 10.98 12.72 45.09

IT-Services 
/Telecommunications

219 5.57 49.32 5.02 16.44 29.22

Consulting/Advertising 81 2.06 14.81 1.23 6.17 77.78
Technical Engineering/ 

R&D
240 6.11 20.83 7.08 11.67 60.42

Other Producer Services 347 8.83 7.49 10.66 6.34 75.50
Law and management 

consultancy
202 5.14 3.38 10.39 4.13 82.10

Other 799 20.34 3.38 10.39 4.13 82.10
Total 3.929 100 12.14 11.05 8.88 67.93
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probability of in-house, external and mixed development across all three models. This 
indicates that overall software development is heavily defined by the investments made 
by the largest firms. While there are small firms and start-ups that have made consider
able contributions to software development and software-related innovations, they are 
a clear minority among small and medium-sized firms. Most of these firms on the 
contrary exhibit low levels of digital adoption (Wernberg 2020). The result also shows 
that large firms are more likely to be engaged in software development. There is also 
a strong positive correlation between firm size and external development, which is in line 
with the notion that larger firms have more resources to invest in new projects and bring 
in consultants.

There is a strong, significant and positive connection between the probability of in- 
house software development activities and the share of employees with STEM educa
tional background across all three models. This relationship is also positive for mixed 
software development. Furthermore, employees with STEM education also exhibit 
a negative and significant association with external software development. Firms with 
higher shares of STEM skills among employees tend to internalise their software devel
opment, whereas those with lower shares of STEM skills hire external developers. One 
explanation is of course that by internalising their software development, firms hire 
developers that add to the share of STEM skills. Yet, taken together with the negative 
correlation between STEM employees and external software development, these results 
may also lend themselves to interpretations suggesting that firms with higher shares of 
STEM skills (including individuals that are not developers themselves) have a higher 
absorptive capacity to internalise and adapt to new technologies. In line with this type of 
argument, firms that report owning and operating their own technical infrastructure (as 

Table 3. Summary statistics: estimation sample.
All sample

N Mean SD Min Max

In-house software development 3929 0.12 0.32 0 1
External software development 3929 0.11 0.31 0 1
Mixed software development 3929 0.08 0.27 0 1
SW as an independent service/product 3929 0.05 0.22 0 1
Value of product is created by included SW 3929 0.06 0.24 0 1
SW for distribution/sale of the products 3929 0.08 0.26 0 1
SW for own operations, don’t sell anything SW based 3929 0.12 0.32 0 1
SW development service (as a consultant) 3929 0.02 0.14 0 1
Small (10–49) 3929 0.60 0.49 0 1
Medium (50–249) 3929 0.31 0.46 0 1
Large (250+) 3929 0.09 0.29 0 1
Technical infrastructure 3929 0.54 0.50 0 1
Average age of employees 3929 41.2 5.95 21.37 69.94
Employees with long university education in STEM (%) 3929 0.19 0.23 0 1
Employees with long university education, except STEM (%) 3929 0.09 0.15 0 0.96
High competition 3929 0.80 0.40 0 1
New market 3929 0.04 0.23 0 1
Persistent R&D 3929 0.09 0.30 0 1
Product innovation 3929 0.22 0.42 0 1
Service innovation 3929 0.23 0.42 0 1
Process innovation 3929 0.51 0.50 0 1
Radical innovation 3929 0.17 0.36 0 1
Export dummy 3929 0.45 0.50 0 1
MNE 3929 0.36 0.48 0 1
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opposed to buying it as a service from a third party) also exhibit a positive and significant 
correlation with the probability of in-house development across all three models.

Firms operating in a new market show a significant and positive probability of 
developing software internally. However, this result appear to be derived from 
a heterogeneous group of service firms in the full sample, because it vanish in the 
model where manufacturing firms are studied in isolation.

Exporting firms exhibit a positive and significant correlation with software develop
ment activities across all three models, except for external development in manufacturing 
firms. Related to this, firms that are part of a multinational enterprise (MNE) are 
disproportionately engaged in in-house software development for the full sample. This 
is consistent with the fact that MNEs typically have the resources to invest in new 
technology and R&D at an early stage. A distinguishing feature of MNEs is that they 
have ratios of R&D relative to sales, a large number of scientific, technical and other 
‘white-collar’ workers as a percentage of their workforce, significant intangible assets and 
large product differentiation efforts, such as high advertising to sales ratios (Agarwal and 
Gort 2002).

Finally, firms that are involved in product and service innovation are more likely to 
develop software in-house. Moreover, firms that invest in persistent R&D are more likely 
to be engaged in software development activities across all models except manufacturing 
firms. These results are in line with the empirical results indicating a software-biased turn 
in innovation (Andersson, Kusetogullari, and Wernberg 2021). The process innovation 
variable shows a positive and significant correlation with external software development 
across all three models, which indicates that firms tend to outsource software develop
ment services to improve their internal processes.

4.3. Who develops software for what?

While the last section reported results for overall software development activities, we now 
separate different purposes of software development to test if and how they are related to 
different firm-level characteristics (Table 5). For this estimation, we use a slightly differ
ent approach and include only the manufacturing dummy rather than industry fixed 
effects. The primary motivation behind this is that we do not estimate this model for each 
sector specification and focus on the variations in the nature of software development. In 
the following model, we include only firms that develop software.

There is a considerable variation in scope among the firms that engage in software 
development activities. Software development geared towards selling software-based 
products and services or working with embedded software is predominantly conducted 
in small firms with persistent R&D activity and firms with a larger share of STEM- 
educated employees. This speaks to a strong and positive correlation between knowledge- 
intensity and these two categories of software development, which were also biased 
towards in-house development (see descriptive statistics). Innovation variables follow 
a logical pattern, showing a strong relationship between embedded software and product 
innovation and software development as independent product and service innovation. 
Respectively, firms that develop software for their operations engage in process 
innovation.
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Looking at the firm size, software development activities tilt towards the improvement 
of internal operations in medium-sized and large firms. Software development in firms 
that are part of multinational enterprises (MNEs) is more likely to be oriented towards on 
the one hand embedded software and on the other hand distribution and sales channels. 
Exporting firms exhibit a variation in software development activities with positive and 
significant conditional correlations with embedded software. Finally, we see that manu
facturing firms are more likely to develop software to improve their own operations or to 
embed it into their main product while service companies are more inclined to develop 
software for their distribution operations or sell it as an independent product. This result 
is in line with our discussion on the intangible nature of the service industry’s output and 
the dissimilarity in the purpose of software development between manufacturing and 
services.

Table 5. Purpose of software: multinomial logit model (all sample).
SW as an 

independent service 
or product

Value of the product is 
created by included SW

SW for distribution 
or sale of the 

product
SW for own 
operations

Medium (50–249) 0.005 −0.070*** −0.008 0.092***
(ref: small firms) (0.021) (0.024) (0.028) (0.030)

Large (250+) −0.073** −0.131*** 0.014 0.241***
(ref: small firms) (0.036) (0.032) (0.035) (0.038)

Technical Infrastructure −0.004 −0.047** 0.011 0.020
(0.019) (0.021) (0.024) (0.027)

Average age of employees −0.004** 0.004** −0.003 0.002
(0.002) (0.002) (0.002) (0.002)

Employees with long university 
education in STEM (%)

0.355*** 0.256*** −0.417*** −0.396***
(0.039) (0.053) (0.096) (0.100)

Employees with long university 
education, except STEM (%)

−0.241*** −0.470*** 0.454*** 0.426***
(0.065) (0.112) (0.130) (0.144)

High competition −0.025 0.018 −0.031 −0.010
(0.023) (0.025) (0.030) (0.033)

New market −0.021 0.055 −0.024 −0.043
(0.027) (0.034) (0.049) (0.055)

Persistent R&D 0.041* 0.079*** −0.019 −0.044
(0.024) (0.024) (0.038) (0.041)

Product Innovation 0.019 0.135*** 0.024 −0.098***
(0.023) (0.023) (0.030) (0.034)

Service Innovation 0.057*** 0.004 0.003 −0.053*
(0.020) (0.023) (0.027) (0.030)

Process Innovation −0.017 −0.056** −0.002 0.058**
(0.021) (0.022) (0.026) (0.028)

Radical Innovation 0.039* −0.003 −0.048 0.006
(0.023) (0.025) (0.034) (0.037)

Export dummy −0.049** 0.055** 0.052* −0.034
(0.021) (0.024) (0.027) (0.030)

MNE 0.023 0.068*** 0.045* −0.102***
(0.020) (0.024) (0.027) (0.029)

Manufacturing −0.088*** 0.119*** −0.078*** 0.086***
(ref: services) (0.028) (0.023) (0.029) (0.031)
McFadden’s pseudo R2 0.214 0.214 0.214 0.214
Observations 1,260 1,260 1,260 1,260

Average marginal effects presented, regression includes only software developers. Base category – software as a service. 
Standard errors in parentheses. *** significant at 1% level; ** significant at 5% level; * significant at 10% level.
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5. Summary and conclusions

This paper has analysed the characteristics of firms that are engaged in software devel
opment and the orientation of firms’ software development activities. Software is at the 
core of digitalisation as it is software that makes it possible to program and use 
computational power and direct the use of the network resources to develop a wide 
variety of different applications.

The main findings of this paper offer valuable insights on the relationship between 
software development and firms’ attributes. We find that larger firms, exporting firms, 
and firms that are part of MNEs all exhibit a higher degree of software development 
activities. These firms have the necessary resources to invest in new technologies and 
internalise the human capital required to leverage these technologies. This indicates that 
the largest firms make up an important part of the competitiveness in Swedish software 
development. While there are certainly technology-driven start-ups that have made 
considerable breakthroughs in software development, they are very much a minority 
among Swedish SMEs. This result indicates that in the interaction between small digital 
start-ups and large established firms, the larger firms are not just on the demand side, and 
the start-ups are not the only innovators.

Our next finding shows that in-house software development is positively and signifi
cantly correlated with firms that have higher shares of STEM-educated employees. These 
software development activities are primarily geared towards building new software- 
based products and services or working with embedded software. Taken together, these 
firms are investing heavily in software-related digital innovation and building 
a competitive edge in digital transformation. This comparatively small group of firms 
are also among the ones that will have the highest demand for technical (digital) expertise 
in the future. A better understanding of their needs could provide tangible inputs for 
higher education and vocational training.

Software development related to distribution, sales, and internal operations is more 
associated with external development. Accordingly, firms that develop these kinds of 
software externally do not internalise the relevant skills associated with software 
development. It is highly likely that these firms are to a greater degree customers of 
knowledge-intensive firms that sell software development as a service. Firms that 
choose to develop software externally are also investing in building a competitive 
edge using software – much more so than firms that simply buy their software off the 
shelf – but in a different way than their knowledge-intensive peers that tie software 
development more strongly to their core business. While both internal and external 
software development is represented among service firms, manufacturing firms exhi
bit a much stronger tilt towards software activities related to embedded software 
products.

Moreover, software development is positively and significantly correlated with persis
tent R&D activities in both the manufacturing and service industries. Taken together, 
software development can and should be treated as an investment comparable but 
complementary to R&D or, more broadly speaking, digital innovation. While software 
development activities vary across industries and firms, they make up an important 
intangible asset that is strongly associated not only with innovation but also with 

INDUSTRY AND INNOVATION 21



competitiveness in the digitalised economy. Thus, there should be a strong case for 
tracking and improving our understanding of software development in the economy.

Against this backdrop, we arrive at two broad concluding remarks that also point to 
potential directions for future research. First, the results show diversity across firms in 
terms of the application of developed software, which suggests that the demand for 
software development skills tends to be more heterogeneous than what is oftentimes 
assumed. Educational institutions and policymakers can create training programmes to 
address specific demands for skills needed for various types of software. Yet, our results 
suggest that there may be no easy one-size-fits-all answer as to what digital skills firms 
will demand in the future comparable to the education of engineers following the last 
industrial revolution.

Finally, our results support the idea that software development is akin to R&D 
investments for many firms. This, in turn, holds two possible implications for how we 
think of R&D as an economic indicator. First, R&D may be turning more software- 
intensive, as suggested by the correlation between R&D-intensive firms and investments 
in software development. This is also in line with our previous findings that innovation in 
Swedish firms is becoming increasingly software-biased (Andersson, Kusetogullari, and 
Wernberg 2021). Second, software development could potentially lower the barrier to 
R&D activities. It requires little or no physical capital, given that even demanding 
computation can be conducted through cloud services. While investments in human 
capital still provide a tangible barrier to engage in software development, the conditions 
are arguably shifting towards more accessible innovation activities. Specifically, the 
barrier to experiment with digital technologies has been steadily lowered over the last 
decades and with the introduction of machine learning and other AI services that 
contribute to automating some standard programming techniques, we may see new 
variations of research, development, design and innovation emerging in the future. 
Taken together, these two implications suggest that we may need to revisit issues of the 
measure, organisation and distribution of R&D in the economy.
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