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Abstract The application of machine learning (ML)
to operational data is becoming increasingly impor-
tant with the rapid development of artificial intel-
ligence (AI). We propose a model where incum-
bents have an initial advantage in ML technology
and access to (historical) operational data. We show
that the increased application of ML for operational
data raises entrepreneurial barriers that make the cre-
ative destruction process less destructive (less business
stealing) if entrepreneurs have only limited access to
the incumbent’s data. However, this situation induces
entrepreneurs to take on more risk and to be more cre-
ative. Policies making data generally available may
therefore be suboptimal. A complementary policy is
one that supports entrepreneurs’ access to ML, such as
open source initiatives, since doing so would stimulate
creative entrepreneurship.

Plain English Summary Why generative AI and big
datamaymake the creative destruction process not only
more creative but also less destructive. We show that
entrepreneurs should consider that challenging incum-
bents in the era of ML and big data will be more diffi-
cult since incumbents’ use of ML for proprietary data
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makes them more formidable competitors. This fact
implies that entrepreneurs need to become riskier and
more creative in the future to find a competitive edge.
They may therefore seek support from venture capi-
tal to become more novel in their ventures. Data pro-
tection and privacy issues became a flashpoint in the
media due in part to the high-profile exposure of Face-
book users’ data to Cambridge Analytica in 2016 and
2017. The rapidly expanding adoption of generative AI
is seen as a risk of locking in the market dominance of
large incumbent technology firms. Partially in response
to these events, government regulators have instituted
tighter rules on data protection. The results derived in
this paper suggest that a complementary policy might
be to support entrepreneurs’ access to and knowledge
of ML technology since doing so would stimulate cre-
ative entrepreneurship.

Keywords Machine learning · Big data · Gen-
erative AI · Open source · Creative destruction ·
Entrepreneurship · Operational data

JEL Classification L1 · L2 · M13 · O3

1 Introduction

Firms today often collect vast amounts of data through
their regular activities, such as data on sales transac-
tions and production processes, which we refer to as
“operational data”.While operational data have always
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been of importance, with the introduction of machine
learning (ML), they have become much more infor-
mative and important.1,2 The use of ML on increasing
amounts of operational data and unstructured unlabeled
data will likely create significant efficiency gains for
firms.3

However, the use of ML with increasing amounts
of operational data is also likely to produce regula-
tory challenges since a fundamental feature of ML is
that the more data there are available to train a sys-
tem, the better the system becomes (see, e.g., Dutton
2018). The development of more efficient ML applica-
tions will create competitive advantages for incumbent
firms due to their access to more operational data (see,
e.g., Bessen 2018). The rapidly expanding adoption of
generative AI is seen as risky in terms of locking in
the market dominance of large incumbent technology
firms. As Lina Khan, the Chairperson of the Federal
Trade Commission (FTC), recently wrote in The New
York Times, “A handful of powerful businesses con-
trol the necessary raw materials that startups and other
companies rely on to develop anddeployAI tools.4 This
includes cloud services and computing power, as well
as vast stores of data.” This development may increase
the barriers to entrepreneurship, with severe implica-
tions for the economy’s dynamism.5

1 Using a survey, Bughin et al. (2017) estimate that businesses—
mainly large companies—spent $20–30 billion on AI develop-
ment in 2016, while venture capital, private equity, and other
external sources invested $6–9 billion.
2 The application of ML took a giant leap with the introduction
of ChatGPT in 2023, reaching 100 million users in just a couple
of months. Generative AI chatbots are powered by foundation
models, i.e., vast neural networks trained on large amounts of
unstructured and unlabeled data in various formats, such as text
and audio.
3 In the European Commission’s proposal for laying down har-
monized rules for AI13, an artificial intelligence system (AI sys-
tem) is defined as a software that is developed with ML, is logic
and knowledge-based, and involves statistical approaches, which
can, for a given set of human-defined objectives, generate out-
puts such as content, predictions, recommendations, or decisions
influencing the environments with which they interact. However,
the term “AI” has been mainly associated with ML algorithms or
software containing one or severalML algorithms. (IPOL, 2021).
4 OPINION, GUEST ESSAY, Lina Khan: We Must Regulate
A.I. Here’s How, May 3, 2023, The New York Times.
5 See, e.g., Cohen (2010) for an overview of the research regard-
ing how breakthrough innovations tend to come from smaller
firms and startups rather than from large incumbent firms.

The purpose of this paper is to examine the impact of
incumbent firms’ application ofML to their (historical)
operational data on entrepreneurial activity. The inten-
sified rivalry between small entrepreneurial firms and
incumbents using ML technologies is being increas-
ingly observed.6 As stated byYoav Shoham, cofounder
of the Israeli start-up AI21 Labs, “[t]he future will
belong to smaller, specialist generative AI models that
are cheaper to train, faster to run and serve a specific
use case”7

In the model employed, firms use ML for opera-
tional data to improve its products and increase cus-
tomers’ willingness to pay.8 As noted byVarian (2018),
there are returns to scale from applications of ML to
operational data whereby incumbents can gain a com-
petitive advantage: classical returns to scale in pro-
duction returns to scale due to demand-side network
effects and learning by doing, which leads to qual-
ity improvements or cost decreases. Agrawal, Gans,
and Goldfarb (2019b) show that a crucial feature of
AI is its prediction capabilities, which will therefore
have widespread consequences for the business sector.
Like the steam engine, electrification, and the inter-
net, AI is a general-purpose technology (GPT) that
will significantly impact the whole business sector.
We focus on the GPT and learning-by-doing aspect
of ML applications for operational data by incorporat-
ing incumbent firms that employ ML on (previously)
collected proprietary operational data and incoming

6 Venture capital firms are betting that a fresh wave of gen-
erative AI startups, including Anthropic, Cohere, Stability AI,
Inflection, and AI21 Labs, can move faster than can the more
prominent companies, dominate select market niches, and per-
haps ignore costly safety controls. See Opinion, Artificial intel-
ligence, The likely winners of the generative AI gold rush, John
Thornhill MAY 11 2023, Financial Times. https://www.ft.com/
content/0cbe91ec-0971-4ba6-bdf1-87855aedd34c.
7 Opinion, Artificial intelligence, The likely winners
of the generative AI gold rush, John Thornhill MAY
11, 2023, Financial Times. https://www.ft.com/content/
0cbe91ec-0971-4ba6-bdf1-87855aedd34c.
8 The rapid development of generative AI has opened up many
new ML applications in firms’ operations. While ChatGPT has
received the most attention among such applications, generative
AI can improve performance across a broad range of content
for firms, including images, video, audio, and computer code.
Generative AI can perform several functions within organiza-
tions, including classifying, editing, summarizing, answering
questions about, and drafting new content (McKinsey, 2023a, b).
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sales data to improve their products and services. How-
ever, incumbents also face potential competition from
entrepreneurial firms that can invest in the sameML (at
a fixed cost) but with restricted data access to incum-
bents’ data.

We assume that an entrepreneur needs to innovate
successfully to compete with an incumbent firm that
applies ML to its (previously) collected proprietary
operational data. The entrepreneur chooses between
different types of R&D projects, where a project with
a lower probability of success is associated with higher
efficiency and profitability if the project is successful.
As expected, the more extensively the incumbent uses
ML on its (previously) collected operational data, the
more efficient the incumbent becomes and the higher
the entrepreneurial barriers. Importantly, however, the
increased barriers to entry will induce entrepreneurs
to invest in R&D projects with higher risk and higher
potential market value, the mechanism of which as fol-
lows:With access to more proprietary operational data,
the incumbent becomes more aggressive in the product
market, and—for a given project—entry becomes less
profitable if the project succeeds. This effect induces
the entrepreneur to switch to riskier R&D projects
because succeeding with a mediocre project will bring
about tiny profits for the entrepreneur since she will
now face a stronger incumbent. This feature implies
that it becomes profitable for the entrepreneur to take
on more risk (and fail more often) in its R&D project
since, when she succeeds, she will be sufficiently effi-
cient to face competition from the stronger incumbent.
Hence, the model predicts that the uptake of ML tech-
nologies will create advantages for incumbents due to
their proprietary access to operational data, which will
lead entrepreneurs not only to fail more often in their
R&D projects but also to develop more transformative
new products occasionally.

The appropriate regulatory response to this risk of
market domination associated with ML is not easy to
determine. Antitrust enforcement officials have already
recognized that challenges may arise when large
incumbent firms control most of the operational data.
For example, FTC Commissioner Terrell McSweeny
has noted that “it may be that an incumbent has signif-
icant advantages over new entrants when a firm has a
database thatwould be difficult, costly, or time consum-
ing for a newfirm tomatch or replicate.” In its new strat-
egy for the digital industry, the European Union (EU)

emphasizes the need to ensure that small and medium-
sized businesses have adequate access to data and the
competence required to implement ML. In the words
of EU Commissioner Margrethe Vestager, “The real
guarantee of an innovative future comes from keeping
markets open so that anyone—big, small—can com-
pete to produce the very best ideas” (Summit, Summit).
In June 2022, the Bundeskartellamt initiated a proceed-
ing against the technology company Apple to review
its tracking rules and the App Tracking Transparency
Framework under competition law. AsAndreasMundt,
President of the Bundeskartellamt, stated, “We wel-
come business models that use data carefully and give
users a choice as to how their data are used. A corpora-
tion like Apple, which can unilaterally set rules for its
ecosystem, in particular for its app store, should make
procompetitive rules. We have reason to doubt that this
is the case whenwe see that Apple’s rules apply to third
parties but not to Apple itself. This would allow Apple
to give preference to its own offers or impede those
efforts of other companies. Our proceeding is largely
based on the new competencies we received as part
of the stricter abuse control rules regarding large dig-
ital companies, which were introduced last year (Sec-
tion 19a German Competition Act - GWB). On this
basis, we are conducting or have already concluded
proceedings against Google/Alphabet, Meta/Facebook
and Amazon.”9

Himel and Seamans (2017) discuss how policymak-
ers might address these issues and describe several
policy solutions to consider, including provisions that
would institute temporary data monopolies, data porta-
bility regimes, and the use of trusted third parties. A
key feature of all these suggestions is that incumbents’
monopoly access to operational data would be some-
what limited.

To capture this aspect in our model, we assume
that the entrepreneurial firm can access a share of the
incumbent’s operational data to improve its products
and increase customers’ willingness to pay. Our analy-
sis shows that policymakers should consider how these
operational data policies affect not only the amount but
also the quality of entrepreneurship. In particular, while
policies that make operational data generally available

9 The Bundeskartellamt. https://www.bundeskartellamt.de/Shar
edDocs/Meldung/EN/Pressemitteilungen/2022/14_06_2022_A
pple.html.
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stimulate the amount of entrepreneurship, this growth
could come from entrepreneurs who take on too little
risk. These findings suggest that entrepreneurship poli-
cies that reduce the cost of becoming an entrepreneur
with access to ML technology, such as the support of
open-source AI initiatives, might complement policies
regarding access to incumbents’ operational data.

2 Relation to the literature

This paper contributes to the literature on how the use
of ML for big data may affect barriers to entry and
entrepreneurship and its implications for intellectual
property (IP) and antitrust policy (Bessen, 2018). Far-
boodi et al. (2019) propose a model where data accu-
mulation increases the skewness of the firm size dis-
tribution, as large firms generate more data, but data-
savvy small firms can overtake incumbents provided
that they can finance their initial money-losing growth.
Other scholars contend that operational data alone are
unlikely to pose a barrier to entry (Lambrecht and
Tucker, 2017; Sokol andComerford, 2016).Bajari et al.
(2019) find that increasing the number of online prod-
ucts that Amazon tracks does not significantly improve
ML prediction accuracy after a certain point, suggest-
ing that data quantity may function as only a low-level
barrier to entry. We add to this literature by examin-
ing the quality of the products or processes with which
entry occurs, as well as the likelihood of entry. This
qualitative aspect is of fundamental importance since
the benefits of industrial restructuring depend not only
on the pace at which firms are replaced but also on the
nature of the novel products or processes. In particular,
we show that the application of ML for incumbents’
previously collected proprietary data increases the bar-
rier to entrepreneurship because incumbents’ compet-
itive advantage increases due to oligopolistic strategic
effects. However, we also show that the increased use
of ML by incumbents increases entrepreneurs’ will-
ingness to take on risk and lengthens the technological
jumps that entrepreneurs provide to society.

There is recent literature examining how the imple-
mentation of AI affects firms’ decisions under uncer-
tainty. Agrawal et al. (2018); Agrawal et al. (2019b)
show that better predictions from firms’ implementa-
tion of AI will have widespread consequences since

predictions are fundamental to decision-making in
firms. Gans (2023) proposes a model where the imple-
mentation of AI implies a better prediction of demand,
allowing firms tomatch decisions, such as those related
to output and employment, with the predicted state.
While output might be relatively stable when there
is no prediction, the availability of a prediction may
cause firms to increase or reduce output accordingly.
These better predictions represent an improvement in
efficiency. Nevertheless, some of the efficiency gains
come from reducing output, which implies that the
external effect of AI adoption on other firms is pos-
itive rather than negative. Agrawal et al. (2019a) pro-
pose a decision-makingmodel under uncertaintywhere
the implementation of AI improves prediction about
uncertain states of the world. The above authors show
that having more accurate predictions leads to better
decisions. Moreover, more accurate prediction makes
firmsmakemore risky decisions because it makes risky
action less risky. We add to this literature by showing
that while AI may, through its prediction capabilities,
reduce risk in firms’ decision-making, it may also trig-
ger entrepreneurs to seek business ventures with inher-
ently higher risk to overcome the advantage incumbents
have due to their proprietary data.

This paper also contributes to the literature on the
effects of privacy, data protection policy, and compe-
tition (see, for instance, Acquisti et al. 2016). Jia et
al. (2021) find that the EU General Data Protection
Regime (GDPR) might constitute a barrier to entry for
startups. Campbell et al. (2015) propose a model of
how regulatory attempts to protect consumers’ data
privacy affect the structure of competition and find
that the consent-based approach may disproportion-
ately benefit firms that offer a larger scope of services,
thus most adversely affecting small and new firms.
This prediction has also been supported empirically in
recent work on the EU GDPR (Batikas et al., 2020;
Johnson et al., 2022). What has not been examined,
however, is how such regulations affect the quality of
the products and services offered by entrant firms. We
add to this stream of literature by proposing a model
where machine-learning-by-doing mechanisms with
entrepreneurial innovations are central. This approach
enables us to show that policies designed to reduce
incumbents’ advantages from using ML on previously
collected proprietary data can stimulate the degree of
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entrepreneurship but that this can result in too little risk
taking from a social point of view.10

3 A Primer: generative AI and firms’ business
models

Here, we briefly describe how generative AI may be
used in firms’ businesses. The text is based on the
description in McKinsey (2023a, b, c). The generative
AI tool ChatGPT reached 100 million users within just
2months of its release and has given rise tomany appli-
cations. The underlying technology enabling genera-
tive AI is a class of artificial neural networks called
foundation models, which are trained using deep learn-
ing, alluding to the many (deep) layers within neu-
ral networks. Deep learning has powered many of the
recent advances in AI. However, some characteristics
set foundation models apart from previous generations
of deep learning models; such foundation models can
be trained on vast and varied sets of unstructured data.
For example, a foundation model called a large lan-
guagemodel can be trained on vast amounts of text that
is publicly available on the internet and covers many
different topics. Foundation models amass these capa-
bilities by learning patterns and relationships from the
broad training data they ingest, enabling them to predict
the next word in a sentence.

10 Our paper also adds to the literature on firm asymmetries
and risk behavior in R&D processes. Rosen (1991) and Cabral
(2003) show that small firms may have an incentive to choose
risky strategies due to strategic output effects in the product mar-
ket, i.e., small firms do not take on low-risk–low-return projects
since they cannot exploit large output improvements. Färnstrand
Damsgaard et al. (2017) show that entrepreneurial firms may
choose riskier strategies because, unlike incumbents, they would
not have already sunk a large share of their entry (commercial-
ization) costs before the outcome of an R&D process is deter-
mined. Moreover, Haufler et al. (2014) study the effects of tax
policies on entrepreneurs’ choice of the riskiness (or quality) of
an innovation project. It is shown that limited-loss-offset provi-
sions in the tax system induce entrepreneurs innovating for entry
to choose projects with inefficiently low risk but that the same
distortion does not arise when entrepreneurs sell their innova-
tion in a competitive bidding process. Henkel et al. (2015) show
that independent entrepreneurs who innovate for sales choose
riskier R&D projects than do incumbents since the latter has an
incentive to opt for safer R&D projects to improve its bargain-
ing power in subsequent acquisitions. We add to this literature
by pointing out that the development of ML and the buildup of
incumbent proprietary data induce entrepreneurs to take on more
risk but that those policies that make operational data generally
available may be suboptimal. The reason for this is that it can
reduce entrepreneurs’ willingness to take on risk.

How generative AI improves the quality of firms’ prod-
ucts and reduces their costs Generative AI can speed
up, scale, or improve business practices. A specially
trained AI model could suggest upselling opportunities
to a salesperson. Nevertheless, until now, such studies
have usually been based only on static customer data
obtained before the start of the call, such as demograph-
ics and purchasing patterns. However, a generative AI
tool might also suggest upselling opportunities to the
salesperson in real time based on the actual content
of the conversation, drawing from internal customer
data, external market trends, and social media influ-
encer data. In addition, generative AI could offer a first
draft of a sales pitch for the salesperson to adapt and
personalize.

While generative AImay eventually be used to auto-
mate some tasks, much of its value could derive from
how software vendors embed the technology into the
everyday tools (for example, email or word processing
software) used by knowledge workers. Such upgraded
tools could substantially increase productivity. Gener-
ative AI can enable capabilities across a broad range
of content, including images, video, audio, and com-
puter code, and it can perform several functions in orga-
nizations, including classifying, editing, summarizing,
answering questions, and drafting new content. Each of
these actions has the potential to create value by chang-
ing how work is carried out at the activity level across
business functions and workflows.

Entrepreneurial opportunities in generative AI A value
chain is emerging to support the training and use of gen-
erativeAI. Specialized hardware provides the extensive
computer power needed to train themodels. Cloud plat-
forms offer the ability to tap this hardware.MLOps and
model hub providers deliver the tools, technologies,
and practices that an organization needs to adapt and
deploy a foundation model within its end-user appli-
cations. Many companies are entering the market to
offer applications built on top of foundation models
that enable them to perform a specific task, such as
helping a company’s customers with service issues.

Incumbent advantage in generative AI business mod-
els The first foundation models required high levels
of investment to develop, given the substantial com-
putational resources needed to train them and the
human effort needed to refine them. As a result, they
were developed primarily by a few tech giants, star-
tups backed by significant investment, and some open-
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source research collectives (for example, BigScience).
However, work is underway on smaller models that can
deliver effective results for some tasks and more effi-
cient training. This development could eventually open
themarket tomore entrants. Some startups have already
succeeded in developing their own models—for exam-
ple, Cohere, Anthropic, and AI21 Labs build and train
their own large language models.

4 Model

To examine the effects of generative AI on entrepreneurs’
incentives to innovate and enter existing markets, we
develop a framework in which firms use ML for opera-
tional data to improve their products and increase cus-
tomers’ willingness to pay. As described in Sect. 3, a
vital feature of the application of generative AI is that
it increases consumer satisfaction and, thereby, con-
sumers’ willingness to pay. (SeeMcKinsey (2023a) for
examples of how firms use generative AI to increase
customers’ willingness to pay). The model combines
active learning-by-doing mechanisms (see Thompson
2010) with entrepreneurial innovation mechanisms, as
modeled in Färnstrand Damsgaard et al. (2017). In this
framework, an incumbent firm obtains an advantage
from being able to employ ML on previously collected
proprietary data and incoming sales data to increase
consumers’ willingness to pay.We refer to such data as
operational data. The incumbent firm also faces poten-
tial competition from an entrepreneurial firm that can
invest in research to develop new products and use ML
to obtain access to operational data to increase con-
sumers’ willingness to pay. Note that we could have
cast the model so that ML reduced the production cost
for firms, reaching similar results.

The newgenerativeAI chatbots use, to a large extent,
mainly public data. However, as described in the pre-
vious section, these new AI methods will be applied
to both firm-specific operational and publicly avail-
able data. Indeed, policy makers worry that the rapidly
expanding adoption of generative AI risks further lock-
ing in the market dominance of large incumbent tech-
nology firms, as expressed by Lina Khan, the chair of
the Federal Trade Commission (see the description in
the “Introduction”). To focus the analysis on the poten-
tial anticompetitive problems of ML applied to propri-

etary operational data, we assume that the incumbent
and entrepreneur have access to the same amount of
public data and assume this amount to be zero. We also
assume that the entrepreneur faces an extra fixed cost, F,
to learnML, and if it takes such a cost, then it will reach
the sameML knowledge level as that of the incumbent.

The setting is as follows:

• In Stage 1, the firm faces a fixed cost F to learn
ML, and if it takes such a cost, then it will reach the
sameML knowledge level as that of the incumbent.

• In Stage 2, the entrepreneur can invest in an R&D
project that—if successful—will generate an inven-
tion. This invention can take several forms, all of
which increase the profits of its owner. The inven-
tion can be a new product, a product of higher
quality, or a new or improved production process.
For simplicity, we assume that the invention is a
product innovation that increases consumers’ will-
ingness to pay. The entrepreneur chooses among
an infinite number of independent R&D projects.
There is a cost of running a project, and to cap-
ture this cost, we assume that the entrepreneur can
undertake only one project at a time.11 Along the
technological frontier, the entrepreneur thus faces
a choice between projects that have a high prob-
ability of success but deliver a small increase in
willingness to pay in case of success and projects
that are riskier but also feature a higher increase
in willingness to pay if successful. At the end of
Stage 2, the outcome of the entrepreneur’s R&D
project is revealed, where the entrepreneur stays in
the market if she is successful and exits otherwise.

• In the final stage, Stage 3, product market interac-
tion takes place, where, for simplicity, competition
is modeled as Cournot competition (in differenti-
ated goods or services). The product market prof-
its depend on whether the entrepreneur succeeds
with her R&D project and on the type of project
undertaken. The key to the model is that both firms
use ML in Stage 3 to process sales information
to increase consumers’ willingness to pay, but the
incumbent has an advantage in the form of access
to operational data.

11 See Gilbert (2006) for our motivation.
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In what follows, we analyze the equilibrium of
the proposed game, following the usual backward-
induction procedure.

4.1 Stage 3: product market

4.1.1 Consumers

Consumers have quasilinear quadratic utility and solve
the following utility maximization problem:

Max{qE ,qI ,q0}
: U = u(qE , qI ) + q0 (1)

s.t : u(qE , qI )=aE ·qE+aI ·qI−1

2
·
[
q2E + q2I

]
−qE ·qI

(2)

s.t : PE · qE + PI · qI + q0 = m, (3)

where qE represents the quantity consumed of the
entrepreneur’s good, qI is the quantity consumed of
the incumbent’s good, and q0 is the quantity consumed
of a numeraire good—or outside good. The subutil-
ity function u(qE , qI ) in Eq. 2 over the goods of the
entrepreneur and the incumbent is linear quadratic.12

The consumer budget set as given in Eq. 3, where m
is exogenous consumer income, PE is the price of the
entrepreneur’s product, and PI is the price of the incum-
bent’s product. The price of the outside good is normal-
ized to one.

Solving for the amount of the outside good q0
from the budget constraint Eq. 3 and substituting the
quadratic utility u(qE , qI ) in Eq. 2 into the direct utility
in Eq. 1, we can rewrite direct utility as follows:

U= [aE − PE ]·qE+[aI − PI ]·qI − 1

2
·[q2E + q2I

]−qE ·qI +m.

(4)

Taking the first-order condition for consumer maxi-
mization, ∂U

∂qi
= 0 for i = E, I , we obtain the residual

demand facing each firm as follows:

∂u

∂qi
= Pi = ai−qi−q j , for i, j = {E, I }, i �= j. (5)

12 For a reviewof quasilinear quadratic utilitymodels, seeChoné
and Linnemer (2019).

From Eq. 5, consumers’ willingness to pay for a
firm’s product ∂u

∂qi
is shown to be decreasing in the

firm’s ownoutputqi and in the rival’s outputq j .Wenow
assume that consumers’ willingness to pay, as mea-
sured by the intercept ai , can be affected by firms’ use
of ML.13

4.1.2 Residual demand for the incumbent’s product
and ML

Firms use ML and operational data to increase con-
sumers’ willingness to pay. As discussed in detail in
Sect. 3, generative AI can be used to increase consumer
satisfaction and, thereby, consumers’ willingness to
pay. Indeed, McKinsey (2023a) provides numerous
examples of how firms use generative AI to increase
customers’ willingness to pay. In the model, this is cap-
tured by ML on operational data affecting the demand
intercept ai in Eq. 5 in two distinctways. For the incum-
bent firm, the demand intercept is given as

aI = a + α · dI︸ ︷︷ ︸
ML on old data

+ α · qI︸ ︷︷ ︸
ML on new data

, (6)

where a is the part of consumers’ willingness to pay
that is unaffected by ML.

• The incumbent uses historical customer data dI
(available from previous sales) to increase con-
sumers’ willingness to pay. We may also think of
these as data as customer data from locked-in con-
sumers in a switching cost type of model. This sce-
nario is illustrated in the upper panel in Fig. 1, start-
ing with the case where the incumbent is a monop-
olist. Applying ML to preexisting data results in an
upward shift of the demand intercept from a to a+
α·dI , wherewe can think of the parameterα as indi-
cating the productivity level of ML (in using data
to increase consumers’ willingness to pay), which
is a function of the (exogenous) state of computer
technology.

13 The assumption of linear demand is made for ease of exposi-
tion since we can then solve themodel analytically.We can intro-
duce second-order effects using quadratic terms in the demand
equation. Such an extension would maintain our derived results
as long as these second-order effects are sufficiently small. How-
ever, allowing for more significant second-order effects appears
to be an interesting avenue for future research.
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• The incumbent can also use the information on con-
temporaneous sales, qI , to increase willingness to
pay, where we assume that consumers’ willingness
to pay also increases at the rate α. This result is
also shown in the upper panel in Fig. 1, where ML
applied to data on contemporaneous sales makes
demand more elastic, shifting the demand curve
a−qI to a−qI +α ·qI . An example of such a sit-
uation would be the information gathered from the
road mileage and driving patterns of buyers of self-
driving cars, where performance and safety in new
cars increase from advanced learning with the gen-
eration of new data. Here, we thus take the shortcut
of assuming that the incumbent learns directly from
its Stage 3 sales, similar to the mechanism in the
learning-by-doing literature.14 We also assume that
each consumer does not internalize the information
that she gives firms with her purchase, captured by
the term α · qI in her consumption choice. This sit-
uation does not seem to be at odds with reality, as
it seems notoriously difficult for consumers to reap
any benefits from information sharing.

Combining these twoML channels, Fig. 1(i) depicts
the inverse demand for the incumbent’s product when
the incumbent faces no competition from the entreprene
ur, PM

I = a + [α · dI + α · qI ] − qI . In Fig. 1(ii),
we then depict the incumbent’s residual demand—the
demand facing the incumbent when qE units are sup-
plied by the entrepreneur, PI = PM

I − qE , or

PI = PM
I −qE = a+ [α · dI + α · qI ]−qI −qE . (7)

4.1.3 Residual demand for the entrepreneur’s product

The demand for the entrepreneur’s product is more
involved since consumers’ willingness to pay for the
entrepreneur’s product depends on whether the inno-
vation project is successful.

Entrepreneur succeeds with her innovation If the
entrepreneur succeeds with her innovation, then her

14 An alternative approach would be to assume that ML for old
(incumbent) data is less effective. In such a setup, the disadvan-
tage for the entrepreneurial firm would be reduced, and there
would be less incentive for the entrepreneurial firm to choose
riskier projects. However, our results would be qualitatively the
same as long as firms can apply ML to old data with some level
of efficiency.

demand intercept is given by

aE |Succeed = a + γ · α · dI︸ ︷︷ ︸
ML on incumbent’s old data

+ α · qE︸ ︷︷ ︸
ML on new data

+ [b − β · ρE ]︸ ︷︷ ︸
Innovation succeeds

(8)

The entrepreneur can also use information from
consumers’ purchases of her product and apply ML
to make the product more attractive, increasing con-
sumers’ willingness to pay. This scenario is shown
in Fig. 2(i), where ML applied to contemporaneous
sales shifts the demand curve without ML, a − qE , to
the demand curve under ML, a − qE + αqE . If the
entrepreneur has access to the incumbent’s historical
data, dI (whether through a general agreement or by
law or regulation), then the entrepreneur can also use
this data source to increase consumer’s willingness to
pay.

In what follows, we shall assume that the entrepreneur
is disadvantaged by not having access to her own histor-
ical data, i.e., that dE = 0, and by having inferior access
to the incumbent’s data, where γ ∈ [0, 1) captures the
share of the incumbent’s data to which the entrepreneur
has access. We then define the incumbent’s data advan-
tage as follows:

Definition 1 The incumbent has privilegeddataaccess
as follows: dI > 0 = dE and γ ∈ [0, 1).

While the entrepreneur has an inherent disadvan-
tage in having weaker access to historical data, she
can compensate for this by succeeding with her inno-
vation. Adding new features to her product increases
consumers’ willingness to pay by b−βρE ≥ 0, where
β ∈ [0, b) and ρE ∈ [0, 1] is the probability that the
project succeeds. Note how consumers’ willingness to
pay for the entrepreneur’s product is higher if she has
taken greater risk in her research project, i.e., if she has
succeeded with a project with a lower probability of
success ρE . That is,

∂aE
∂ρE

· dρE
(−)

= −β · dρE
(−)

> 0. (9)

This situation reflects a natural tradeoff, where riskier
projects have a greater value for consumers if they suc-
ceed compared to less risky projects .We turn to project
choice in more detail in the next section.

The upward shift of the demand intercept from a
to a + [b − β · ρE ] + γ · α · dI in the upper panel in
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Fig. 1 Panel (i) shows how
ML affects consumers’
willingness to pay (WTP)
for the incumbent’s product
and the incumbent’s inverse
demand in the absence of
competition from the
entrepreneur. Panel (ii) then
derives the incumbent’s
residual demand and its
residual marginal revenue
and illustrates its
profit-maximizing output
choice

Fig. 2 illustrates how the entrepreneur can increase con-
sumers’ willingness to pay after succeeding with her
innovation project by using ML with limited access to
the incumbent’s data dI . When ML for contemporane-
ous sales data is considered, the inverse demand for the
entrepreneur without competition from the incumbent
PM
E = a+[b − β · ρE ]+γ ·α ·dI +α ·qE−qE is drawn

in Fig. 2(i). In Fig. 2(ii), we depict the entrepreneur’s
residual demand—the demand facing the incumbent
when qI units are supplied by the incumbent—that is,

PE = PM
E − qI = a + [(b − β · ρE )

+γ · α · dI + α · qE
] − qE − qI . (10)

Entrepreneur fails with her innovation If the entrepreneur
fails with her innovation, then she is left out of the
increase in willingness to pay b− β · ρE in aE |Succeed

shown in Eq. 8. We shall assume that consumers’ will-
ingness to pay for the entrepreneur’s product aE |Fail =
aE |Succeed − [b − β · ρE ] is too low to secure prof-
itable entry into the product market if she fails. This
feature can be formalized in several ways. One way is
to introduce a sufficiently high entry cost, f , for the
entrepreneur before the quantity competition in Stage
2 takes place. Including such an entry cost in the anal-
ysis will not affect our results qualitatively, but com-
putations can becomemore involved. Alternatively, we
could assume that failing—in addition to the loss of the
increase in willingness to pay b−β ·ρE—is also asso-
ciated with a loss of confidence in the entrepreneur’s
product with the cost f effectively becoming a penalty
for failing: aE |Fail = aE |Succeed−[b − β · ρE ]− f <

0. Apossible third approachwould be to focus the anal-
yses on outcomes where the incumbent’s data advan-
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Fig. 2 Panel (i) shows how
ML affects consumers’
WTP for the entrepreneur’s
product given access to the
incumbents data and depicts
its inverse demand in the
absence of competition from
the incumbent. Panel (i) also
illustrates that a successful
innovation project increases
consumers’ WTP—even
more so if she has taken
greater risk in her research
project. Panel (ii) derives
the entrepreneur’s residual
demand and its residual
marginal revenue and
illustrates its profit
maximizing output choice

tage is so significant that the entrepreneur would opti-
mally choose a zero output level in the Cournot com-
petition if she fails with her innovation.

For ease of exposition—but with no loss of gener-
ality —we shall assume that the entrepreneur does not
enter the product market if she fails with the inven-
tion. Thus, when the entrepreneur fails with her inno-
vation, the incumbent is a monopolist in the market
with inverse demand PM

I = a+ [α · dI + α · qI ]−qI .

4.1.4 Optimal quantity

The profit maximization problem of firm i is

max{qi ]
πi = [Pi − c] qi , i = {I, E}, (11)

where each firm’s price Pi is given from the residual
demand functions Eqs. 7 and 10 and where we assume
that each firm faces a constant marginal cost, c. The
first-order conditions ∂πi

∂qi
= 0 imply that each firm

chooses its output such that marginal revenue equals
marginal cost or such that

Pi − (1 − α) q∗
i︸ ︷︷ ︸

MRi

= c︸︷︷︸,
MCi

i = {I, E}, (12)

where dPi/dqi = − (1 − α) from Eqs. 7 and 10 and
where dai

dqi
= α from Eqs. 6 and 8, with the latter

expressions capturing how ML increases consumers’
willingness to pay from information on contemporane-
ous sales.15 These first-order conditions (giving each

15 The second-order condition is fulfilled since ∂2πi
∂q2i

= 2(1 −
α) < 0.
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firm’s best response to its rival) are also illustrated in
the lower panels of Figs. 1 and 2.

4.1.5 Nash–Cournot equilibrium

To derive the Nash–Cournot equilibrium, it is useful
to derive firms’ reaction functions. Using Eqs. 6 and
8 and defining � = a − c, we define consumers’ net
willingness to pay for each firm’s product �̄i as

�̄I (�, α, dI ) = � + α · dI , (13)

�̄E (�, b, β, ρE , α, dI , γ )=�+[b−β · ρE ]+γ ·α ·dI .
(14)

As shown, consumers’ net willingness to pay increases
when ML techniques become more efficient due to the
availability of better computers, i.e., when α increases.
For a given computer technology, applyingML tomore
data allows firms to better infer consumer preferences
and further increase consumers’ willingness to pay.
However, since the entrepreneur does not have full
access to the incumbent’s data, γ ∈ [0, 1), the increase
in net willingness to pay is smaller for the entrant
than for the incumbent: ∂�̄I (·)/∂dI = α > γα =
∂�̄E (·)/∂dI . Again, this can be compensated for if the
entrepreneur succeeds with her innovation, in which
case the net willingness to pay for the entrepreneur’s
product �̄E (·) rises with the features of the new prod-
uct, b−β · ρE > 0, with the increase in willingness to
pay endogenously determined by project choice ρE .

From Eqs. 7–14, we can derive firms’ reaction func-
tions as follows:

Ri (q j ) = �̄i (·) − q j

2(1 − α)
, I, j = {E, I }, i �= j. (15)

The reaction function for firm i, Ri (q j ), gives
the optimal output choice qi for a given choice of
output by firm, j , q j . The reaction function of the

incumbent RI (qE ) = �̄I (·)−qE
2(1−α)

is depicted as the
downward-sloping dark blue curve in Fig. 3(i). The
downward slope captures the fact that firms’ quanti-
ties are strategic substitutes: if the incumbent believes
that the entrepreneur will produce more, then she will
expect a lower price for her product and—as shown
in Eq.12—lower marginal revenue, which will induce
her to produce less to make marginal revenue equal to
marginal cost. Since Fig. 3 is drawn with the output of

the incumbent on the vertical axis and the output of
the entrepreneur on the x-axis, we use the inverse reac-
tion function of the entrepreneur, R−1

E (qE ) = �̄E (·)−
2 (1 − α) qE . The reaction function of the entrepreneur
is yet again downward sloping, displaying the fact that
quantities are strategic substitutes: if the entrepreneur
expects the incumbent to produce a high level of out-
put, then she will expect a low price for her product
and lower marginal revenue, which will induce her to
choose a lower output.

Nash–Cournot equilibrium is reached when both
firms choose the optimal output and correctly infer the
output choice of their rival, i.e., theNash–Cournot equi-
librium is given from the intersection of the reaction
functions at point N in Fig. 3(i). It is straightforward to
verify that the Nash–Cournot equilibrium is

q∗
I = 2(1−α)�I−�E

(1−2α)(3−2α)
= (1−2α)�−(b−βρE )+(2(1−α)−γ )dIα

(1−2α)(3−2α)

(16)

q∗
E = 2(1−α)�E−�I

(1−2α)(3−2α)

= (1−2α)�+2(b−βρE )(1−α)−(1−2(1−α)γ )dIα
(1−2α)(3−2α)

, (17)

where 1 − 2α > 0 ensures the stability of the equi-
librium.16 Stability, i.e., α ∈ [0, 1/2), ensures that
3 − 2α > 0 and 2(1 − α) − γ > 0.

4.1.6 Data availability and product market outcome

Our main interest lies in exploring how the equilibrium
in the product market and the entrepreneur’s incentives
to innovate are affected by access to data and the use of
ML. Let us first explore how the amount of historical
data in the hand of the incumbent dI affects the Nash
equilibrium in Eqs. 16 and 17 for a given project choice
of the entrepreneur ρE .

To proceed, wemake use of the following definition:

Definition 2 The entrepreneur has (i) strong access
to the incumbent’s historical data dI if and only if
1−2 (1 − α) γ < 0 and (ii) weak access to the incum-
bent’s historical data dI if and only if 1−2 (1 − α) γ >

0.

We use this definition to describe how the incum-
bent’s amount of historical data affects the equilibrium
behavior of the entrepreneur and, in particular, how the

16 This approach ensures that the reaction function of the entrant
is steeper than that of the incumbent.
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Fig. 3 Illustrating the Nash
equilibrium in the product
market for a given
(successful) innovation
project chosen by the
entrepreneur. Panel (i)
illustrates the initial Nash
equilibrium with the
incumbent assumed to be
the larger firm. Panel (ii)
illustrates the shift in the
Nash equilibrium toward
reinforced incumbent
domination (under weak
access to the incumbent’s
historical data for the
entrepreneur)

entrepreneur’s output choice is affected by the incum-
bent having more historical data.

Note that when the strong access condition is ful-
filled, (1 − 2 (1 − α) γ > 0, it implies that

γ > γ̃ = 1

2 (1 − α)
, (18)

where γ̃ ∈ [0.5, 1) since stability requires ∈ [0, 1/2].
Intuitively, the strong access condition holds when

the entrepreneur has sufficient access to the incum-

bent’s historical data, i.e., when γ > γ̃ . From Eq. 18,
we also note that

dγ̃

dα
= 1

2 (1 − α)2
> 0. (19)

Thus, to ensure that the strong access condition is
fulfilled, (1 − 2 (1 − α) γ > 0, when the efficiency in
ML, α, increases, the entrepreneur needs better access
to the incumbent’s data, i.e., γ needs to increase. Intu-
itively, more efficientMLwill increase the incumbent’s
data advantage, and better access for the entrepreneur
is then needed to compensate for such an increase.
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We explore how the entrepreneur’s behavior is
affected by her access to the incumbent’s historical
data, γ , in more detail in Sect. 4.3. The Appendix A
also illustrates the impact on the entrepreneur’s behav-
ior when the effectiveness of ML, α, varies.

We can derive the following results:

Proposition 1 When the incumbent’s amount of his-
torical data dI increases,

(i) The incumbent always expands its output
∂q∗

I
∂dI

>

0;
(ii) The entrant expands her output only when she has

strong access to the incumbent’s historical data

dI :
∂q∗

E
∂dI

> 0 iff 1− 2 (1 − α) γ < 0 and
∂q∗

E
∂dI

< 0
iff 1 − 2 (1 − α) γ > 0; and

(iii) The incumbent always expands its output more

than does the entrepreneur:
∂q∗

I
∂dI

>
∂q∗

E
∂dI

> 0.

To prove parts (i) and (ii), we partially differentiate
Eqs. 16 and 17 to obtain the following:

∂q∗
I

∂dI
= 2(1 − α) − γ

(1 − 2α) (3 − 2α)
α > 0, (20)

∂q∗
E

∂dI
=

{
− 1−2(1−α)γ

(1−2α)(3−2α)
α > 0, for 1 − 2 (1 − α) γ < 0,

− 1−2(1−α)γ
(1−2α)(3−2α)

α < 0, for 1 − 2 (1 − α) γ > 0.

(21)

where, again, stability, i.e., α ∈ [0, 1/2), ensures that
2(1 − α) − γ > 0.

As shown in Eq. 20, the incumbent strictly increases

its output with access to more data,
∂q∗

I
∂dI

> 0true for the
entrepreneur when she has strong access to the incum-

bent’s historical data, i.e.,
∂q∗

E
∂d > 0 ifγ ∈ ( 1

2(1−α)
, 1].17

However, as shown by the lower line, in Eq. 21, if the
entrepreneur has weak access to the incumbent’s his-
torical data, γ ∈ [0, 1

2(1−α)
]larger amounts of histori-

cal data,
∂q∗

E
∂dI

< 0. Figure3(ii) provides an illustration
of the interaction in the latter case: increases in the
amount of historical data held by the incumbent dI and
both firms’ (differential) application of ML to these
data—and to new data from contemporaneous sales—
induce both firms to increase their sales as consumers’
willingness to pay increases. Hence, both firms’ reac-
tion functions shift outward. However, with access to

17 Note that at the limit α = 1/2, 1
2(1−1/2) = 1 so that γ ∈ [0, 1]

is fulfilled.

the incumbent’s historical data being suppressed, the
entrepreneur’s reaction function shifts outward less
than does that of the incumbent, and the incumbent
reinforces her market dominance.

To prove part (iii), we first note that when the
entrepreneur hasweak access to the incumbent’s histor-
ical data, i.e., when 1−2 (1 − α) γ > 0, it immediately

follows that
∂q∗

I
∂dI

− ∂q∗
E

∂dI
> 0.When the entrepreneur has

strong access to the incumbent’s historical data, i.e.,
1 − 2 (1 − α) γ < 0, Eqs. 20 and 21 directly imply
∂q∗

I
∂dI

− ∂q∗
E

∂dI
= α

1−γ
1−2α > 0.

However, the amount of historical data dI held by
the incumbent does not only affect the product market
equilibrium—the amount of data and access to it by
the entrepreneur also affect the entrepreneur’s innova-
tion incentives through its effects on the entrepreneur’s
project choice, ρE . This innovation channel—which
we have ignored thus far—is the subject of the next
section.

4.2 Stage 2: R&D by the entrepreneur

In this stage, the entrepreneur decides on her opti-
mal R&D project. Using the direct profit function Eq.
11, the residual demand Eq. 10, the net willingness to
pay Eq. 14, and the Nash quantity in Eq. 17, we can
write the reduced-form product market profit for the
entrepreneur as follows:

πE (ρE ) =
⎛
⎜⎝�̄E (·, ρE ) + α · q∗

E (ρE ) − q∗
E (ρE ) − q∗

I (ρE )︸ ︷︷ ︸
PE−c

⎞
⎟⎠

× q∗
E (ρE ). (22)

By assumption, the entrepreneur enters the mar-
ket only if the selected R&D project is successful in
Stage 1.18 This outcome occurs with probability ρE

and generates net profit π∗
E (ρE ) for the entrepreneur.

The entrepreneur’s expected profit is therefore given as
follows:

Max{ρE } : E [	E ] = ρE × πE (ρE ), (23)

s.t : ρE ∈ [0, 1], (24)

18 As explained at the end of Sect. 4.1.3, it is straightforward
to formalize that the entrepreneur stays out of the market if the
innovation project fails.
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s.t : πE (ρE ) > 0. (25)

Let us first focus on an interior solution: a solution,
ρ∗
E , that fulfills constraints Eqs. 24 and 25. The first-

order condition for an interior solution, dE[	E ]
dρE

= 0, is
then

πE (ρ∗
E )

Securing success (SS):
= −ρ∗

E × dπE (ρ∗
E )

dρ
(−)︸ ︷︷ ︸

Cost of going safer (CGS):

> 0.

(26)

As shown in Eq. 26, we can understand this first-order
condition through the following two distinct effects.

SS effect The left-hand side ofEq. 26 gives the increase
in expected profit from choosing a marginally safer
project and is simply the reduced product market profit
from succeeding, πE (ρE ). We label this the SS effect.

Cost-of-going-safer effect The right-hand side of Eq.
26 represents the reduction in expected profit from
choosing amarginally safer project, whichwe label the
CGS effect. The downside of choosing a safer project
stems from a lower level of consumer willingness to
pay and more aggressive competition from the incum-
bent. To see this, we use the envelope theorem in Eq.
22 to obtain the following19:

dπE (ρE )

dρE
=

⎛
⎜⎜⎜⎜⎜⎜⎝

(−)︷ ︸︸ ︷
∂aE
∂ρE
(−)︸︷︷︸

Direct demand effect

+∂PE
∂qI
(−)

× dq∗
I

dρE
(+)︸ ︷︷ ︸

Strategic effect

⎞
⎟⎟⎟⎟⎟⎟⎠

× q∗
E (ρE ) < 0. (27)

The first term shows that choosing a project with a
marginally higher probability of success reduces con-
sumers’ willingness to pay (if the project is successful),
∂aE
∂ρE

= −β < 0. This reduces the entrepreneur’s prod-
uct market price fromEq. 10. The second term captures
that a lower willingness to pay for the entrepreneur’s
product also induces the rival incumbent to be more
aggressive in the product market, which follows since

19 Changes in the entrepreneur’s own output q∗
E (ρE ) have only

a second-order effect on the reduce-form profit since output is
already optimally set from Eq. 12.

dq∗
I

dρE
= β

(1−2α)(3−2α)
> 0 from Eq. 16, thus further

reducing the entrepreneur’s product market price since
∂PE
∂qI

= −1 < 0 from the residual demand in Eq. 10.
Using the information in Eq. 27, we can then rewrite
the CGS effect in Eq. 26 as

− ρE
dπE (ρE )

dρE
= ρE

(
1 + 1

(1 − 2α) (3 − 2α)

)

β × q∗
E (ρE ) > 0. (28)

4.2.1 Optimal project choice

We are now ready to determine the optimal project.
First, note that since PE − c = (1 − α)q∗

E (ρE ) holds
from Eq. 12, the reduced product market profit in Eq.
22 is a quadratic function of theNash output as follows:

πE (ρE ) = (1 − α)
[
q∗
E (ρE )

]2
. (29)

By inserting Eqs. 28 and 29 into the first-order con-
dition in Eq. 26, we then obtain that(

(1 − α)q∗
E (ρE ) −

(
1 + 1

(1 − 2α) (3 − 2α)

)
β × ρE

)

×q∗
E (ρE ) = 0. (30)

Note that this first-order condition Eq. 30 holds if
the bracketed expression is zero, output is zero, or both
of these conditions hold. Thus, we have two candidates
for the optimal project, ρ̂E and ρ∗

E , as follows:

q∗
E (ρ̂E ) = 0, (31)

(1 − α)q∗
E (ρ∗

E ) −
(
1 + 1

(1 − 2α) (3 − 2α)

)

×β × ρ∗
E = 0, q∗

E (ρ∗
E ) > 0. (32)

From Eq. 17, we know that choosing an easier
project comeswith less consumer appreciation in terms
of lower net willingness to pay, which shrinks output,
∂q∗

E (ρE )

∂ρE
= − 2β(1−α)

(1−2α)(3−2α)
< 0. However, choosing

ρE to achieve zero output cannot be optimal since it
would imply that the expected profit is zero,	E (ρ̂E ) =
ρ̂EπE (ρ̂E ) = ρ̂E (1 − α)

[
q∗
E (ρ̂E )

]2 = 0. Thus, only
ρ∗
E in Eq. 32 can be a maximum.
To deriveρ∗

E , it is useful to rearrangeEq. 32 to obtain

(1 − α) q∗
E (ρ∗

E )︸ ︷︷ ︸
SS:

=
(
1 + 1

(1 − 2α) (3 − 2α)

)
× β × ρ∗

E ,

︸ ︷︷ ︸
CGS:

(33)
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where the left-hand side is the SS effect and the right-
hand side is the CGS effect, rewritten in linear form
following Eq. 29.

In Fig. 4(i), we illustrate how the SS andCGS effects
shape the equilibrium. The downward-sloping curve
labeled SS is the SS effect, showing the benefit from
succeeding with a marginally safer project in terms of
per-unit profit. The SS curve is downward sloping since
the value of SS is lower the more likely the project is
to succeed (since the quality of the project is inversely
related to its probability of success—see Eq.9). The
upward-sloping curve labeled CGS is the CGS effect
and shows the reduction in per-unit profit from a safer
project from lower-level consumer willingness to pay
and intensified competition from the incumbent. The
CGS curve is upward sloping since the higher the CGS
is, the more likely the project is to succeed.

The optimal project ρ∗
E is thus given from the inter-

section of the SS and CGS loci and illustrated at point
A in Fig. 4(i). Combining Eqs. 17 and 32, we obtain

ρ∗
E = 1

6β

((
1 − 2α

1 − α

)
� + 2b −

(
1 − 2 (1 − α) γ

1 − α

)
αdI

)
.

(34)

In the Appendix A, available upon request from the
authors, we (i) verify that ρ∗

E is the unique maximum,

i.e., that
∂2	E (ρ∗

E )

∂ρ2
E

< 0, and (ii) derive the conditions

under which ρ∗
E satisfies ρ ∈ [0, 1] and q∗

i (ρ∗
E ) > 0.

4.2.2 Comparative statics of the entrepreneur’s
project choice

Let us now explore the comparative statics results of
the entrepreneur’s project choice.

Amount of incumbent’s historical data What is the
effect on the entrepreneur’s optimal project if the
incumbent has access to more historical data?

We put forth the following proposition:

Proposition 2 If the incumbent firms possesses more
historical data dI , then

(i) The entrepreneur chooses an R&D project with a
lower probability of success when the entrepreneur
has weak access to the incumbent’s historical

data, i.e., when
dρ∗

E
ddI

< 0 if 1 − 2γ (1 − α) > 0,
and

(ii) The entrepreneur chooses an R&D project with a
higher probability of successwhen the entrepreneur
has strong access to the incumbent’s historical

data, i.e., when
dρ∗

E
ddI

> 0 if 1 − 2γ (1 − α) < 0.

From Eqs. 34 and 8, we have that

dρ∗
E

ddI
= −α

β
· (1 − 2γ (1 − α))

(1 − α)
(35)

Given that the entrepreneur has weak access to the
incumbent’s historical data, 1 − 2γ (1 − α) > 0, a
greater amount of historical data held by the incumbent

decreases the entrepreneur’s output,
∂q∗

E
∂dI

< 0 (as shown
in the lower line in Eq.21). This implies that the value
of SS decreases, as illustrated by a downward shift in
the SS curve to the curve SS’ in Fig. 4(ii). Since the
CGS locus is unaffected by Eq. 33, we can infer that the
incumbent’s possession of more historical data induces
the entrepreneur to choose a riskier project, moving
from ρ∗

E to ρ∗′
E < ρ∗

E .
In contrast, when the entrepreneur has strong access

to the incumbent’s historical data, i.e., when if 1 −
2γ (1 − α) < 0 holds, the availability of a greater
amount of historical data increases the entrepreneur’s

output,
∂q∗

E
∂dI

> 0 (as shown in the lower line in Eq.21).
This finding implies that the value of SS increases and
is illustrated by an upward shift in the SS curve to SS”
in Fig. 4(iii). The incumbent’s possession of a greater
amount of historical data now induces the entrepreneur
to choose a safer project, moving from ρ∗

E to ρ∗′′
E > ρ∗

E .

Entrepreneur’s access to the incumbent’s historical
data (γ ) What is the effect on the entrepreneur’s opti-
mal project if the entrepreneur’s access to a greater
amount of historical operational data is improved? We
put forth the following proposition:

Proposition 3 If the entrepreneur obtains better access
to the incumbent’s historical data, then the entrepreneur
chooses an R&D project with a higher probability of
success, i.e., dρ∗

dγ
> 0.

From Eq. 34, we have that

∂ρ∗
E

∂γ
= 1

3

α

β
dI > 0. (36)
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Fig. 4 Panel (i) derives the
optimal innovation project
of the entrepreneur for a
given amount of historical
data held by the incumbent.
Panel (ii) illustrates the
change in project choice by
the entrepreneur when she
has weak access to the
incumbent’s historical data.
Panel (iii) illustrates the
change in project choice by
the entrepreneur when she
has strong access to the
incumbent’s historical data

Thus, better access to the incumbent’s historical data
induces the entrepreneur to choose a safer project. A
less risky project then provides less value to consumers
if it succeeds.

More efficient ML (α) We can also examine how the
entrepreneur’s project is affected if ML technology
improves, which is captured by an increase in α. We
then put forth the following proposition:

Proposition 4 If ML becomes more effective, then the
entrepreneur chooses an R&D project with a lower
probability of success and a higher consumer willing-

ness to pay given success, i.e.,
dρ∗

E
dα

< 0 if γ < 1/2.

From Eq. 34, we have that

dρ∗
E

dα
= 1

6

(
2γ

(
α2−2α+1

)−1
)
dI −�

β (1 − α)2
<0 if γ < 1/2. (37)
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When ML becomes more efficient, it becomes
costlier for the entrepreneur to choose a safer project
since the strategic effect of a more aggressive incum-
bent in the product market becomes stronger.

In terms of Fig. 4(i), this situation would cause the
CGS locus to twist counterclockwise (not shown).
Indeed, by partially differentiating the right-hand side
of Eq. 33, we see that the expected CGS increases when
α increases:

∂

∂α

((
1 + 1

(1 − 2α) (3 − 2α)

)
× β × ρE

)

= 8
1 − α(

3 + 4α2 − 8α′)2 × β × ρE > 0. (38)

The effect of more effective ML on the SS locus is
more involved. The entrepreneur chooses output such
that profit per unit equals the net reduction in revenues
per unit from a unit expansion in sales, PE − c =
(1−α)q∗

E (ρE ). The more efficient use of data, increas-
ing α, then makes expansion less costly and hence
allows the entrepreneur to operate with a lower per-unit
profit at an unchanged output level, thus shifting SS
downward in Fig. 4(i) (again not shown). Since more
efficient ML increases consumers’ willingness to pay,
this also gives the entrepreneur an incentive to increase
her output, which makes the SS effect stronger and
shifts the SS’ condition further upward. However, as
derived above, if the entrepreneur has sufficiently low
access to the incumbent’s data, then the entrepreneur
always responds to more efficient ML by choosing a
riskier project.

4.2.3 Why ML and big data may lead to more creation
but less destruction

Let us now combine our results and explore the main
question of interest in this paper: What is the impact
of more protected big data and ML on the creative
destruction process?

From Eq. 8 and as illustrated in Fig. 2(i), we know
that when succeeding with the invention, consumers
willingness to pay for the entrepreneur’s product will
increase:


 aE |Succeed = b − β · ρ∗
E (dI ). (39)

From Eq. 39, a riskier project (lower ρ∗
E ) then has a

greater value for consumers if it succeeds

Definition 3 Creative entrepreneurship: Entrepreneur-
ship is (more) creative when the entrepreneur takes on
more risk and aims for a more innovative invention in
her innovation decision.

If the entrepreneur succeeds and enters the product
market, then this will have a business-stealing effect,
which will be destructive for the incumbent. We shall
then define destructive entrepreneurship as follows:

Definition 4 Destructive entrepreneurship: Entrepr-
eneurship is destructivewhen the entrepreneur, through
successful innovation, can enter the market and over-
take the incumbent’s position as market leader.

To capture destructive entrepreneurship, we could
calculate the market share for each firm. However,
without loss of generality, it becomes easier to cap-
ture destructive entrepreneurship by comparing profits
using reduced-form profits as a function of the incum-
bent firm’s historical data dI . In the next section, we
show that the results also hold with more traditional
market shares.

To this end, let πi (ρ
∗
E (dI ), dI ) ≡ πi (q∗

i

(
ρ∗
E (dI )

, dI ) , q∗
j

(
ρ∗
E (dI ), dI

)
, dI ) for i, j = {E, I } and i �=

j . Then, let the relative reduced-form profit of the
entrant be ϕE (dI ), or

ϕE (dI ) = πE (ρ∗
E (dI ), dI )

πI (ρ
∗
E (dI , dI )

= (1 − α)
[
q∗
E (ρ∗

E (dI ), dI )
]2

(1 − α)
[
q∗
I (ρ

∗
E (dI ), dI )

]2

= q∗
E (ρ∗

E (dI ), dI )

q∗
I (ρ

∗
E (dI ), dI ).

(40)

From Eq. 40, it directly follows that destructive
entrep-
reneurship can be captured by simply comparing firms’
outputs:

ϕE (dI ) > 1 ⇔ q∗
E (ρ∗

E (dI ), dI ) > q∗
I (ρ

∗
E (dI ), dI ).

(41)

However, does an equilibrium exist where the
entrepreneur overtakes the incumbent, i.e., a posten-
try market equilibrium, where ϕE (dI ) > 1? Does
this occur when the incumbent has a greater or
lesser amount of historical data dI ? How does the
entrepreneur’s access to the incumbent’s historical pro-
prietary data γ affect the likelihood of this equilibrium?
How does the higher efficiency of ML α affect the like-
lihood of this equilibrium?
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Fig. 5 Illustrating how the
Cournot-Nash equilibrium
in the product market is
affected when the
incumbent has access to
more historical data and the
entrepreneur has weak
access to the incumbent’s
data

To begin our analysis, it useful to return to Fig. 4(i)
and (ii). Let us recall that we started in a situationwhere
the data advantage of the incumbent makes the incum-
bent the market leader: this Nash equilibrium is now
reproduced at point N in Fig. 5, where ϕN

E (dI ) < 1,
as point N is above the 45-degree line where ϕE = 1.
Consider what happens if the incumbent has access
to a greater amount historical data. In Proposition 1,
we show that when the amount of historical data held
by the incumbent increases, the incumbent expands
more than the entrant given that we hold the project
choice of the entrepreneur—and, hence, the quality of
the innovation—constant. That is,

0 <
∂q∗

I (ρ
∗
E (dI ), dI )

∂dI
>

∂q∗
E (ρ∗

E (dI ), dI )

∂dI

=
{

< 0; 1 − 2γ (1 − α) > 0
> 0; 1 − 2γ (1 − α) < 0.

(42)

Suppose that the entrepreneur hasweak access to the
incumbents data in Eq. 42, 1 − 2γ (1 − α) < 0. The
movement from the Nash equilibrium from N to N̂ in

Fig. 5 involves only the direct change in output from
an increase in historical data, i.e., the change in output
holding the entrepreneur’s innovation project choice
constant. However, Proposition 2(i) then shows that the
entrepreneur chooses a riskier project when the incum-
bent has access to a greater amount of historical data,
given the weak access of the entrepreneur to these data,

i.e.,
dρ∗

E
ddI

< 0. If such a project succeeds, then it brings
with it a higher consumer willingness to pay, and the
incumbent therefore facesmore aggressive competition
from the entrepreneur. This situation is shown by the
movement from N̂ to N ′, where the reaction function
of the entrepreneur shifts further out in Fig. 5, while the
reaction function of the incumbent firm shifts further
in. In Fig. 5, the incumbent remains the market leader
in the new Nash equilibrium N ′. Can this new Nash
equilibrium even move from above the 45-degree line
(where ϕE < 1) to a point below the 45-degree line
(where ϕE > 1) as a consequence of the incumbent
having access to more historical data?

Let us simplify Eq. 41 further by using Eqs. 16 and
17, and we can obtain an intuitive condition for when
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Fig. 6 The left column
depicts the case of the weak
access of the entrepreneur to
the incumbent’s historical
data, 1 − 2γ (1 − α) > 0.
The right column depicts
the case of the strong access
of the entrepreneur to the
incumbent’s historical data,
1 − 2γ (1 − α) < 0. The
panels in (i) show the
optimal project choice in
terms of the probability of
success as a function of the
amount of historic data held
by the incumbent, ρ∗

E (dI ).
The panels in (ii) show the
extra WTP that a successful
project brings consumers of
the entrepreneurial product,
i.e., our measure of creative
entrepreneurship
b − βρ∗

E (dI ), as well as the
advantage had by the
incumbent in terms of better
access to data (IA),
(1 − γ )αdI . The panels in
(iii) depict our measure of
destructive
entrepreneurship, i.e., the
relative profit of the
entrepreneur if she succeeds
with her innovation, ϕE (dI )

entrepreneurship is destructive:

ϕE (dI ) > 1 ⇔ b − βρ∗
E (dI )︸ ︷︷ ︸

Creation effect

> (1 − γ )αdI︸ ︷︷ ︸ .

Big data incumbent advantage effect

(43)

The left-hand side captures how creative the inven-
tion is given that it succeeds, while the right-hand
side captures how strong the big data advantage is for
the incumbent when it is able to use ML for all its
historical data. Note that if the creation effect of the

innovation dominates the incumbent advantage effect,
then the invention is considered destructive, i.e.,
ϕE (dI ) > 1. Figure6 illustrates how the amount of
historical data possessed by incumbent dI affects the
equilibrium market share of the entrepreneur, ϕE (dI ).
The left-hand side of the figure describes the case of
weak access to the incumbent’s historical data on the
part of the entrepreneur. The right-hand side of the fig-
ure describes the case of strong access to the incum-
bent’s historical data on the part of the entrepreneur.

The left column depicts the case of the weak access
of the entrepreneur to the incumbent’s historical data,
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1− 2γ (1 − α) > 0. The right column depicts the case
of the strong access of the entrepreneur to the incum-
bent’s historical data, 1 − 2γ (1 − α) < 0. The panels
in (i) show the optimal project choice in terms of the
probability of success as a function of the amount of
historical data held by the incumbent, ρ∗

E (dI ). The pan-
els in (ii) show the extra willingness to pay that a suc-
cessful project brings consumers of the entrepreneur’s
product, i.e., our measure of creative entrepreneur-
ship b − βρ∗

E (dI ), as well as the advantage had by
the incumbent in terms of better access to data (IA),
(1 − γ )αdI . The panels in (iii) depict our measure of
destructive entrepreneurship, i.e., the relative profit of
the entrepreneur if she succeeds with her innovation,
that is, ϕE (dI ).

Strong access to the incumbent’s historical data From
Proposition 2, we know that if the entrepreneur has
strong access to the incumbent’s historical data, then
she chooses a less risky project (a higher success prob-
ability ρ∗

E ) in response to the incumbent having more
data. This finding is illustrated by the upward-sloping
green curve in the right diagram in Fig. 6(i). The intu-
ition is that when the entrepreneur has strong access
to the incumbent’s historical data, an increase in the
amount of the incumbent’s data will strengthen the
so-called SS effect, that is, increase the cost of fail-
ure for the entrepreneur. This situation induces the
entrepreneur to take on less risk (as illustrated in
Fig. 4(iii)).

In the right diagram of Fig. 6(ii), we then depict the
creation effect, b − βρ∗

E (dI ), and the big data incum-
bent advantage effect, (1 − γ S)αdI , where γ S indi-
cates strong access, 1 − 2γ S (1 − α) < 0. The blue
curve is the big data incumbent advantage effect, which
naturally increases with the amount of historical data
dI for the incumbent. The green curve is the creation
effect, which is decreasing with the amount of histori-
cal data dI for the incumbent since—as shown in panel
(i)—strong access to the incumbent’s data induces the
entrepreneur to take on less risk, which (when the inno-
vation succeeds) creates less valuable innovation, lead-
ing to a lesser increase in consumers’ willingness to
pay.

Let dS be the level of incumbent data that equalizes
the incumbent advantage effect and the entrepreneur’s
creation effect. For low levels of historical data, dI ∈
[0, dS), the creation effect dominates the big data
incumbent advantage effect; the entrepreneur steals

business from the incumbent in the product market and
becomes the market leader. This situation is shown in
panel (iii) in the right-hand diagram,whereϕE (dI ) > 1
for dI ∈ [0, dS). At larger amounts of historical
incumbent data, dI > dS , the incumbent advantage
effect dominates the entrepreneur’s creation effect, and
the incumbent remains the market leader, which is as
shown in panel (iii) in the right-hand diagram, where
ϕE (dI ) < 1 for dI > dS .

Weak access to the incumbent’s historical data What
if the entrepreneur has weak access to the incumbent’s
historical data? This case is shown on the left side of
Fig. 6. The entrepreneur then responds to an increase
in the incumbent’s historical data with a riskier project
(a decrease in ρE ), as shown by the upward-sloping
red curve in the left diagram of Fig. 6(i). The intu-
ition is now that weak access to incumbents’ increasing
amount of data worsens the entrepreneur’s position in
the productmarket,which, in turn, softens theSS effect,
as failure in this case is less costly.

Turning to Fig. 6(ii), the blue upward-sloping curve
in the left diagram depicts the big data incumbent
advantage effect, (1 − γ S)αdI , where γ W indicates
weak access, 1 − 2γ W (1 − α) < 0. The red curve is
the creation effect, b−βρ∗

E (dI ), which is now increas-
ing in the amount of historical data dI for the incum-
bent since, as panel (i) shows, weak access to incum-
bents’ data induces the entrepreneur to take on more
risk, which (if innovation succeeds) creates more valu-
able innovation, leading to a stronger increase in con-
sumers’ willingness to pay.

Let dW be the level of incumbent data that equalizes
the incumbent advantage effect and the entrepreneur’s
creation effect. For low levels of incumbent data, dI ∈
[0, dW ), the creation effect again dominates the incum-
bent advantage effect, and the entrepreneur becomes
the market leader. This situation is shown in panel
(iii) in the left-hand diagram, where ϕE (dI ) > 1 for
dI ∈ [0, dW ). At higher amounts of historical incum-
bent data, dI > dS , the incumbent advantage effect
again dominates the entrepreneur’s creation effect, and
the incumbent remains the market leader. This situa-
tion is as shown in panel (iii) in the left-hand diagram,
where ϕE (dI ) > 1 for dI > dW .

Our analyses show that regardless of the type of
access the entrepreneur has to the incumbent’s data, she
cannot become the market leader postentry when the
incumbent has access to a sufficient amount of histori-
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cal data: in other words, when the incumbent has gath-
ered enough data, entry is less likely to be destructive.
However, the analysis also shows that the entrepreneur
responds differently in her choice of innovation project,
which leads her to pursue more creative inventions
under weak access to the incumbent’s data and less
creative inventions when she has stronger access.

We can summarize the above points using the fol-
lowing proposition:

Proposition 5 Let dS and dW be defined from b − β ·
ρ∗
E (dl) = (1 − α) dl for l = {S,W }. Suppose that

d A < max(dS, dW ) < dB. Then, if the incumbent’s
data dI increases from dI = dA to dI = dB, then the
following holds:

(i) Underweak access,1−2γ (1 − α) > 0,entrepre-
neurship becomes more creative, i.e.,b − β ·
ρ∗
E (dB) > b − β · ρ∗

E (dA) and less destructive,
i.e., ϕE (dB) < 1 < ϕE (dA)

(ii) Under strongaccess,1−2γ (1 − α) < 0,entrepr-
eneurship becomes less creative, i.e.,b − β ·
ρ∗
E (dB) < b − β · ρ∗

E (dA) and less destructive,
i.e., ϕE (dB) < 1 < ϕE (dA)

4.2.4 Creative and destructive entrepreneurship and
big data: a parametric example

In the Appendix A, we provide a simple parametric
example, where we illustrate the effects of the model
and numerical illustrations of Proposition 5. We then
show how the amount of historical data possessed
by the incumbent and the efficiency of ML affects
(i) the R&D project choice of the entrepreneur, ρ∗

E ;
(ii) our measure of creative entrepreneurship, i.e., the
increase in willingness to pay for the entrepreneur’s
product if the entrepreneur succeeds with her R&D;

 aE |Succeed = b − β · ρ∗

E , and (iii) our measure of
destructive entrepreneurship, ϕE .

4.3 Stage 1: becoming an AI entrepreneur and the
open-source community

Let us nowclose themodel and examine the incentive to
become anAI-based entrepreneur and theway inwhich
this incentive depends on the increasing importance of
theoperational data possessedby the incumbent. To this
end,we assume that the entrepreneur faces a fixedR&D
cost or investment cost, F , to become an entrepreneur.

This cost can consist of the cost of evaluating different
types of possible business opportunities, the cost of
setting up the basics of the business, the opportunity
cost of becoming an entrepreneur in the formof forgone
wage earnings, etc. In our setting, we can also think of
F as a fixed cost for entrepreneurs to obtain access
to and knowledge of ML technology. One possibility
to reduce such cost would be to share knowledge and
codes from the open-source community.

Sincefixed cost F is incurredbefore the entrepreneur
makes her R&D decision, the expected profit for an
entrepreneurial venture E [	E ] becomes

E [	E ] = ρ∗
E × πE (ρ∗

E ) − F. (44)

We can then examine how the expected profit of the
entrepreneur depends on the amount of historical data
possessed by the incumbent by differentiating E [	E ]
w.r.t. from dI :

dE [	E ]

ddI
=

[
πE (ρ∗

E ) + ρ∗
E

∂πE (ρ∗
E )

∂ρE

]

︸ ︷︷ ︸
=0

dρ∗
E

ddI
+ ρ∗

E

× ∂πE (ρ∗
E )

∂dI
= ρ∗

E × ∂πE (ρ∗
E )

∂dI
, (45)

where we use the fact that the f.o.c. for the project

choice in period 1 implies that πE (ρ∗
E )+ρ∗

E
∂πE (ρ∗

E )

∂ρE
=

0. Using Eqs. 29 and 21, we can rewrite Eq. 45 as
follows:
dE [	E ]

ddI
= −2ρ∗

E × (1 − α) q∗
E (ρ∗

E ) × (1−2(1−α)γ )α
(1−2α)(3−2α)

=
{

< 0; 1−2 (1−α) γ >0 : weak access
> 0; 1−2 (1−α) γ <0 : strong access.

(46)

We can thus put forth the following proposition:

Proposition 6 When the amount of historical data
possessed by the incumbent increases, the incen-
tive to become an entrepreneur increases when the
entrepreneur has strong access to the incumbent’s his-
torical data, i.e., when 1 − 2 (1 − α) γ < 0, and
decreases when the entrepreneur has weak access
to the incumbent’s historical data, i.e., when 1 −
2 (1 − α) γ > 0.

Propositions 5 and 6 point to a policy dilemma. It
is likely that the entrepreneur will have limited access
to the incumbent’s data if data access is unregulated.
Proposition 5 then suggests that the trend toward the
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greater availability of big data and greater use of ML
will lead to less destructive entrepreneurship—with
sustained incumbent market power—but also to less
entrepreneurship in general, as those entering markets
in which incumbents have big data advantages will be
less profitable. This finding suggests a policy that lev-
els the playing field between entrepreneurs and incum-
bents by forcing incumbents to give entrepreneurs
access to their data. Indeed, such a policy would not
only encourage more entrepreneurship in general but
would also give rise to more destructive entrepreneur-
ship in particular.

To see this, let us first differentiate Eq. 44 in γ to
obtain

dE [	E ]

dγ
=2ρ∗

E×(1−α) q∗
E (ρ∗

E )× 2(1−α)αdI
(1−2α)(3−2α)

>0.

(47)

That is, better access for the entrepreneur to the
incumbent’s data will increase her expected profit from
becoming an entrepreneur, which will make her more
likely to invest fixed cost F to take the chance to become
a successful entrepreneur.

Better data access will also lead to more destructive
entrepreneurship. To see this, recall from Eq. 43 that
entrepreneurship is destructive, ϕE (dI ) > 1, when the
entrepreneur’s creation effect, b−β ·ρ∗

E , is greater the
incumbent big data advantage effect, (1−γ )αdI . From
Eq. 36, it follows that better data access will weaken
the creation effect since, under such conditions, the
entrepreneur will choose a safer project. However, the
decline in creative entrepreneurship is being dominated
by lesser incumbent data advantage, that is,

∣∣∣∣∣
∂

[
b − β · ρ∗

E

]

∂γ

∣∣∣∣∣ = 1

3
αdI

︸ ︷︷ ︸
Decline in creative entrepreneurship

< αdI =
∣∣∣∣∣
∂

[
(1 − γ )αdI

]

∂γ

∣∣∣∣∣
︸ ︷︷ ︸
Decline in incumbent advantage

.

(48)

The left-hand side in inequality in Eq. 48 reveals
the drawback in trying to level the playing field
between entrepreneurs and incumbents by giving the

entrepreneur better data access—this policy weakens
the incentives for creative entrepreneurship.

These findings suggest that policies supporting early
entrepreneurial ventures might instead be warranted.
Subsidizing the fixed cost to become an entrepreneur
F would increase E [	E ] in Eq. 44 and make entry
by the entrepreneur more likely without reducing her
incentive to be creative (i.e., to take on more risk). In
summary, we can put forth the following proposition:

Proposition 7 A policy that makes operational data
generally available (increasing γ ) may be suboptimal:
while it may make entrepreneurial entry more likely
and increase the level of destructive entrepreneurship
(make the entrepreneur the new market leader), it may
also reduce the level of creative entrepreneurship (cre-
ate less value for consumers). An alternative or com-
plementary policy might be to subsidize the fixed R&D
or investment cost F (i.e., reduce the cost of becom-
ing an entrepreneur with access to ML technology).
This policy will promote entrepreneurial entry without
reducing creative entrepreneurship.

How can the above proposition become operational
in real policy terms? One way for policy makers to
improve entrepreneurs’ access to ML technology is
to increase resources into programming in the educa-
tion system. This strategy will increase the number of
potential entrepreneurs with programming skills—but
also the pool of employees that entrepreneurs could
hire in their startups. This situation will likely bene-
fit entrepreneurial firms more than it will incumbents
since incumbents are more likely to have opportunities
for job training in programming for their employees.

Another policy to increase access toML for entrepr-
eneurs would be to support open-source communi-
ties, where software libraries and algorithms are freely
available to developers and entrepreneurs alike. The
open-source software community has produced inno-
vations like the Firefox web browser, Apache server
software, and Linux operating system. In terms of
the development of applications of generative AI, the
open-source community has been very active. At the
beginning of March 2023, the open-source commu-
nity obtained access to their first competent foundation
model, as Meta’s LLaMA was leaked to the public.
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A few months later, variants with instruction tuning,
quantization, quality improvements, etc., emerged20

An active policy discussion is also being carried
out on how open-source AI should be supported and
monitored. The IPOL (2021) analyzes how EU pol-
icy could support and monitor open-source AI in a
report requested by the European Parliament’s Spe-
cial Committee on Artificial Intelligence in a Digi-
tal Age (AIDA), examining the main open-source AI
pros and cons and proposing different policy mea-
sures to support AI open source. The findings in our
analysis suggest that such an effort can stimulate AI-
based entrepreneurship, particularly creative AI-based
entrepreneurship.

5 Concluding remarks

This paper investigates how ML applications and
increased incumbent operational data affect entrepren-
eurship incentives. In a model where incumbents
have an initial advantage in ML technology and
access to (historical) operational data, we show how
increased ML applications on operational data affect
entrepreneurial entry and the type of entrepreneurship.
In particular, we show that limited access to opera-
tional data can induce entrepreneurs to take on more
risk, thereby increasing their probability of develop-
ing transformative products. Thus, increased ML for
incumbents’ operational data may make the creative
destruction process not only more creative but also less
destructive.

Our model gives rise to several testable predic-
tions. First, the model predicts that successful entry
will be less frequent in ML propriety data-intensive
industries, but that when entry appears, it will involve
more novel products. Second, the model also has
testable predictions on country levels:we should expect
entrepreneurial firms in ML-intensive industries in

20 Lerner and Tirole (2005) present an empirical analysis of the
determinants of license choice using the SourceForge database,
a compilation of nearly 40,000 open-source projects, and find
that projects with unrestricted licenses attract more contributors.
Engelhardt and Freytag (2013) compile data on the worldwide
allocation of the activities of developers registered at Source-
Forge, finding that interpersonal trust has a positive impact on
the number of OSS developers as well as on the OSS activity
level. Moreover, they find that the enforceability of IP rights
(IPRs) positively affects OSS activities.

countries with a stronger protection of propriety data
to be fewer in number but more productive than those
in countries with a weaker protection of propriety data.
We should expect entrepreneurial firms inMLpropriety
data-intensive industries in countries with many indi-
viduals participating in open-source communities to be
more productive than those in countries with few indi-
viduals participating in such communities.

Policy implications This paper has important impli-
cations for both entrepreneurs and incumbents. First,
entrepreneurs should consider that challenging incum-
bents in the era of ML will be more difficult since
incumbents’ use ofML for proprietary datamakes them
more formidable competitors. This fact implies that
entrepreneurs need to become riskier and more cre-
ative in the future to obtain a competitive edge. They
may therefore seek support from angels or venture cap-
ital firms and use their financing and experience to
become more novel in their ventures. Incumbents con-
versely have the incentive to employ ML applications
on their operational data so that they become so effi-
cient that they force entrepreneurs to take on so much
risk that entrepreneurship will seldom pose a (destruc-
tive) threat.

Data protection and privacy issues became a flash-
point in the media due in part to high-profile data
breaches such as that at Equifax in 2017 and in part
to the high-profile exposure of Facebook users’ data
to Cambridge Analytica in 2016 and 2017. Partially in
response to these events, government regulators have
instituted tighter rules on data protection. This devel-
opment has most notably manifested in Europe in the
form of theGDPR. The results derived in the paper sug-
gest that a complementary policy might be to support
entrepreneurs’ access to and knowledge ofML technol-
ogy since it stimulates creative entrepreneurship. The
subsidization of R&D by small entrepreneurial firms
will increase effort but not reduce risk taking.

Limitations The model has several limitations. The
result that entrepreneurs choose more creative (riskier)
projects when ML becomes more efficient and that
incumbents’ proprietary data becomes more critical
depends on the assumption that entrepreneurs do not
face substantial financial restrictions. If they do, then
our results would be less relevant since ML will block
entrepreneurship entirely if it becomes sufficiently effi-
cient. However, the growing venture capital and angel
market might relax such financial restrictions.
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Asecond limitation is thatwe assume that the incum-
bent cannot acquire the entrepreneurial firm. A par-
ticular case would be if a potential acquisition by the
incumbent serves the sole purpose of shutting down
the invention. While this feature is sometimes relevant,
there is also evidence that many (leading) firms, such
as Microsoft, Google, and Ericsson, acquire startups
to incorporate them highly efficiently into their busi-
nesses. In fact, entrepreneurs must still employ a suf-
ficiently creative (risky) strategy to become interesting
enough to be a target.

A third limitation is that we have allowed only for
two incumbent advantages—access to historical data
and sunk investment in ML—and only one advan-
tage for the entrepreneur—the opportunity to engage
in R&D. There are other advantages and disadvantages
for the different agents that seem relevant for investiga-
tion. For instance, the incumbent might have more effi-
cient production processes, face lower variable costs,
and have better access to external finance. These advan-
tages might reinforce the incentive for entrepreneurs
to take risks in the R&D phase, and investigating this
in detail seems to be a promising avenue for future
research.

Finally, we have assumed that firms interact in an
oligopolistic setting. Our oligopolistic setup is essen-
tial in many markets where ML and generative AI are
applied. However, although the risk decision of R&D
will also be affected by increased ML and generative
AI in other types of market structures, this issue is left
to future research.

Future research Our analysis treats the entrepreneur’s
human capital as a constant. Varian (2018) notes that
in the traditional form of learning by doing, learn-
ing is passive, but in practice, learning requires active
investment in MLmachinery and human capital. Thus,
human and financial capital quality likely affect ML
applications and the R&D process. Therefore, endo-
genizing the human capital level in the analysis is a
fruitful avenue for future research.
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Appendix A

A.1 Creative and destructive entrepreneurship and big
data: a parametric example

We here provide numerical illustrations of Proposi-
tion 5. We start with the R&D project choice of the
entrepreneur, ρ∗

E . We then turn to our measure cre-
ative entrepreneurship, i.e., the increase in willingness
to pay for the entrepreneur’s product if the entrepreneur
succeeds with her R&D, 
 aE |Succeed = b − β ·
ρ∗
E . Finally, we look at our measure of destructive

entrepreneurship, where we illustrate that results are
qualitatively the same when we use our relative profit
as measure of destructive entrepreneurship, ϕE , and
when we use a more traditional market share measure.
We study how each outcome varies with the amount of
historical incumbent data dI and the state of ML cap-
tured by the effectiveness parameter α.As prompted by
Proposition 5, for each measure, we compare the two
cases of weak and strong access for the entrepreneur to
the incumbent’s data.

A.1.1 Risk-taking behavior and big data

We begin by examining how the risk behavior of
entrepreneurs in the innovation process depends on
the amount of historical data that the incumbent pos-
sesses and on the efficiency ofML. Start with the upper
panel in Fig. 7 with weak access. Note that risk-taking
increases as the entrepreneur is choosing a lower suc-
cess probabilityρ∗

E when we move in north-east direc-
tion. From Proposition 5(i), she takes on more risk
when incumbent data increases as successful entry is
associated with less value from a weaker SS effect:
From Proposition 4, she also take on more risk when
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Fig. 7 Illustrating
risk-taking by the
entrepreneur through her
choice of success
probability ρ∗

E . Panel (i)
shows contours of ρ∗

E as a
function of the amount of
historical data held by the
incumbent, dI , and the
effectiveness of machine
learning (ML), α, when the
entrepreneur has weak
access to the incumbent’s
data. Panel (ii) shows
contours of ρ∗

E as a function
of the amount of historical
data held by the incumbent,
dI , and the effectiveness of
machine learning (ML), α,
when the entrepreneur has
strong access to the
incumbent’s data. Parameter
values set at
� = 15, b = 12, β = 10
combined with γ = 0.25 in
panel (i) and γ = 0.75 in
panel (ii)

ML becomes more efficient in using these data. When
ML becomes more efficient under weak access, the
CGS effect is strengthened—it becomes more costly
for the entrepreneur to choose a safer project due to the
strategic effect of a more aggressive incumbent in the
product market.

Then, turn to the lower panel with strong access.
From Proposition 5(ii), we know that more incumbent
data induces the entrepreneur to reduce her risk-taking
as the value of entry increases which strengthens the SS
effect. As shown in the lower panel in Fig. 7, risk-taking

now increases in the north-west direction. As indicated
by Eq. 37, the entrepreneur will respond to more effi-
cient ML by choosing more risky R&D projects if the
amount of historical data is not too large, again due
to a stronger CGS effect. However, from Eq. 37, we
also note that when the incumbent has abundant his-
torical data, we there may be a nonlinear effect on
risk-taking by the entrepreneur. Indeed, we can see
that when dI is sufficiently large, an increase in α first
induces the entrepreneur to go for safer projects which
is then reversed when α becomes sufficiently large.
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Fig. 8 Illustrating creative
entrepreneurship as
measured the size of a
successful innovation
b − β · ρ∗

E in terms if the
increase in consumers
willingness to pay. Panel (i)
shows contours of b−β ·ρ∗

E
as a function of the amount
of historical data held by the
incumbent, dI , and the
effectiveness of machine
learning (ML), α, when the
entrepreneur has weak
access to the incumbent’s
data. Panel (ii) shows
contours of b − β · ρ∗

E as a
function of the amount of
historical data held by the
incumbent, dI , and the
effectiveness of machine
learning (ML), α,when the
entrepreneur has strong
access to the incumbent’s
data. Parameter values set at
� = 15, b = 12, β = 10
combined with γ = 0.25 in
panel (i) and γ = 0.75 in
panel (ii)

A.1.2 Creative entrepreneurship and big data

Having illustrated how the amount of historical incum-
bent data, dI , and the effectiveness with which this
data can be used by ML, α, affect the entrepreneur’s
risk-taking through her R&D project choice, ρ∗

E ,
we now turn to have these choices affect creative
entrepreneurship. Recall that Definition 3 defines cre-
ative entrepreneurship in terms of how much con-
sumer willingness to pay (willingness to pay) increases
when the entrepreneur succeeds with her R&D project,

 aE |Succeed = b − β · ρ∗

E . Since the increase
in willingness to pay for a successful invention is

larger if the entrepreneur succeeds with a more risky
project, i.e., with a project with a lower success
probability ρ∗

E , the size of the creation effect will
be a direct mapping of the entrepreneur’s level of
risk-taking.

Indeed, comparingFigs. 7 and8,weobserve that cre-
ativity in entrepreneurshipmaps theR&D risk behavior
of the entrepreneur: Under weak access in the top panel
in Fig. 8, entrepreneurship ismore creative in the north-
east direction. Under strong access in the bottom panel
in Fig. 8, in contrast, entrepreneurship is more creative
in the north-west direction.
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Fig. 9 Illustrating
destructive entrepreneurship
measured as the relative size
of the entrepreneur’s profit,
ϕE . Panel (i) shows
contours of ϕE as a function
of the amount of historical
data held by the incumbent,
dI , and the effectiveness of
machine learning (ML), α,
when the entrepreneur has
weak access to the
incumbent’s data. Panel (ii)
shows contours of ϕEas a
function of the amount of
historical data held by the
incumbent, dI , and the
effectiveness of machine
learning (ML), α, when the
entrepreneur has strong
access to the incumbent’s
data. Parameter values set at
� = 15, b = 12, β = 10
combined with γ = 0.25 in
panel (i) and γ = 0.75 in
panel (ii)

A.1.3 Destructive entrepreneurship and big data

Recall that Definition 4 defines destructive entrepreneur-
ship as entrepreneurial entry with successful R&D
where the entrepreneur becomes the market leader.
Proposition 5 showed that entrepreneurship will be less
destructivewhen the incumbent gets access tomore his-
torical data—regardless if the entrepreneur has weak or
strong access to these data. This is illustrated in Fig. 9
which uses our relative profitability measure ϕE in Eq.
40.The top panel shows the case of weak access, and
the bottom panel shows the case of strong access. More

abundant incumbent historical data eventually leads to
less destructive entrepreneurship. The impact of more
efficient use of these data through more efficient ML
again depends on the amount of data that the incum-
bent has access to. In both panels, we see a nonlinear
pattern where increasing the ML parameter α leading
destructive entrepreneurship when the amount of his-
torical data at the incumbent dI is low, whereas the
opposite is true when the amount of data possessed
by the incumbent is high. In Fig. 10, we see the same
pattern when we measure destructive entrepreneurship
using the more conventional market share measure.
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Fig. 10 Illustrating
destructive entrepreneurship
measured as the market
share of the entrepreneur’s
mE . Panel (i) shows
contours ofmE as a function
of the amount of historical
data held by the incumbent,
dI , and the effectiveness of
machine learning (ML), α,
when the entrepreneur has
weak access to the
incumbent’s data. Panel (ii)
shows contours of mEas a
function of the amount of
historical data held by the
incumbent, dI , and the
effectiveness of machine
learning (ML), α, when the
entrepreneur has strong
access to the incumbent’s
data. Parameter values set at
� = 15, b = 12, β = 10
combined with γ = 0.25 in
panel (i) and γ = 0.75 in
panel (ii)
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