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Abstract

This paper evaluates the impact of entry regulations on stores’ incentives to reposition prod-

uct variety and long-run performance. We estimate a dynamic model of product repositioning,

where stores use a multiproduct service technology to generate sales. Using rich Swedish data

on stores and product categories, we find that more liberal regulation spurs repositioning in

product variety, driven by a new mechanism of cost reductions and efficiency gains. Counter-

factual simulations show that modest liberalizations of entry incentivize incumbents to adjust

the product categories offered to consumers while increasing sales per category. Generous liber-

alizations of entry induce net exit of product categories in markets with limited demand. Cost

subsidies can help to reduce regional differences, allowing consumers and incumbents to obtain

more long-term benefits, especially in rural markets.
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1 Introduction

Product variety and its link to competition and regulations are on the agenda of economists

and policymakers worldwide. The European Union, for instance, aims to enhance consumers’

access to product variety, emphasizing entry regulations as crucial to reaching this goal (Euro-

pean Commission, 2018).1 Although multiproduct firms are crucial for economic activity and

new product offerings can potentially increase consumer welfare significantly, we know little

about the firm costs and future benefits of product variety adjustments when the competitive

environment changes.

Entry regulations alter the intensity of competition and affect product offerings through at

least two opposing forces. On the one hand, competition can decrease profit margins, making

it more challenging to recover investments associated with more product offerings, incentivizing

firms to hold back on variety. On the other hand, competition can incentivize firms to offer a

wider range of products to attract customers. Theory alone cannot predict whether product

variety increases or decreases, and thus empirical work is required to assess what force prevails.

This paper delivers an empirical judgment on this theoretically ambiguous question in the con-

text of retail markets.

The goal of this paper is to examine the impact of entry regulations on repositioning in-

centives in product variety and long-term store performance. We estimate a dynamic model

where stores make endogenous decisions over product variety by trading off the short-run costs

against the long-run benefits. Stores compete in a dynamic oligopoly where the stringency of

entry regulations affects the costs of altering product offerings, future productivity, multiprod-

uct sales (sales per product) and market share. The model is estimated using rich Swedish retail

data on stores, product categories, and entry regulations across local markets for the period

2004–2009. We perform two types of counterfactual experiments. These assess how a liberal

entry regulation and cost subsidies to promote variety in rural markets affect product variety,

product- and store-level sales and market share, cost and long-run profits.

1Product offerings and the link to competition are also emphasized in, for example, EU and

US merger guidelines (European Commission, 2004; US Department of Justice, 2010; Rose and

Shapiro, 2022) and the Digital Market Act (European Commission, 2022). Although 85 percent

of global retail is still offline (The Economist, 2021), the extent of variety in online markets and

platforms is debated (e.g., Brynjolfsson et al., 2022).
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Entry regulations and government subsidies are common in OECD countries, but their strin-

gency and design differ.2 Given that services represent 70 percent of GDP and employment and

constitute a large share of household budgets, assessing the consequences of different regulatory

designs is essential. If firms can adjust product variety, policymakers need to consider reposi-

tioning in the assessment and design of regulation (Pakes, 2021).

According to the Swedish Plan and Building Act (PBL), all stores are subject to regulation,

and each municipality has the power to make land-use decisions. Local authorities typically re-

quire each store seeking entry to complete a formal application. The application is approved or

rejected after the potential consequences of entry on factors such as market shares and product

variety have been evaluated. Rarely are all applications approved in Sweden. We follow the

previous literature and use the number of approved PBL applications divided by population

density to measure regulatory stringency and provide solutions to endogeneity concerns.

In the dynamic model, incumbents choose product categories and inputs in each period

based on their own and competitors’ productivity and demand primitives and local market

characteristics (Ericson and Pakes, 1995). They use a novel multiproduct technology that em-

beds economies of scope. Stores face costs in adjusting their product offerings, which include

reorganizing the store, managing inventory, modifying the store layout, etc. Entry regulations

in local markets affect stores’ product variety adjustment costs and future productivity, altering

product and store sales, market share and the future benefits from repositioning variety. Stores

respond differently to changes in local regulations, and a store’s market share is determined by

its own product variety and that of rivals in local markets.

We estimate the store’s period payoffs and policy controls to recover the value functions,

i.e., long-run profits, in an approach similar to the two-step dynamic game estimation (e.g.,

Bajari et al., 2007; Pakes et al., 2007). In the first step, we estimate the store multiproduct

service technology and market index function that form two connected systems of equations

and use them to recompute short-run sales per product, total sales and market shares in a local

market when store inputs and market structure change after the stringency of entry regulation

is altered. In the second step, we identify the variety adjustment cost by matching the observed

2Countries such as the United States have more flexible zoning laws, while the United King-

dom and France explicitly regulate large entrants. See Rose (2014), Pozzi and Schivardi (2016),

and European Commission (2018).
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data with the model prediction. Unlike previous work, we solve the dynamic model for the

store’s two optimal continuous decisions (the number of product categories and inventory be-

fore sales) and reduce computational complexity using recent methods based on reinforcement

learning and function approximations (Sutton and Barto, 2018).

To make our model of local market competition tractable, we follow the theoretical literature

that approximates the Markov perfect equilibrium based on oblivious and moment-based equi-

librium concepts (Weintraub et al., 2008; Benkard et al., 2015; Ifrach and Weintraub, 2017), as

well as recent applications (e.g., Barwick et al., 2021; Gowrisankaran et al., 2022; Jeon, 2022).

Stores consider rivals through the aggregate state, which is attractive when there are many ri-

vals, as in our retail application. We discuss the identification of the model and provide Monte

Carlo simulations for validation purposes.

This paper contributes to the literature by providing an empirically tractable approach to

exploring how changes in competition due to entry regulations influence the dynamic incentives

behind endogenous product variety decisions among incumbents. Our framework offers at least

two contributions. First, we introduce novel channels whereby entry regulations change stores’

dynamic incentives to offer product variety through variety adjustment cost and productivity

changes, which affect local competition. When adding a new product category, the store trades

off the cost increase against efficient utilization of economies of scope to increase short-run

sales and future discounted benefits from variety repositioning. Second, we extend the existing

work on entry regulations by analyzing their impact on stores’ product variety decisions and

uncovering the mechanisms behind the observed effects, including the role of competitors. The

dynamic framework fully endogenizes the store’s product categories, inventory before sales, sales

per product and market share using all products in stores and without requiring detailed price

data. We draw on recent arguments that supply-side features inside stores may merit more

attention than demand-side factors with respect to sustaining competition intensity in services

(The Economist, 2021).

The proposed multiproduct technology used by stores to generate sales is transparent re-

garding the aggregation across products and the rate of substitution between products and is

consistent with stores’ profit maximization behavior, as discussed in the early theoretical litera-

ture on production technology (Mundlak, 1964; Fuss and McFadden, 1978). The multiproduct
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technology uses sales for all stores in the industry and allows us to model the impact of compe-

tition on store revenue productivity and sales per product when the market structure changes,

although we do not precisely model the impact on prices. The estimation of the multiproduct

technology and a market index function are also used to recover store-level revenue productivity

and demand shocks using a control function estimator at the product-category level, relying on

input demand for labor and inventory (Doraszelski and Jaumandreu, 2013; Kumar and Zhang,

2019; Maican et al., 2023). Recovered demand shocks are associated with consumers’ quality of

the shopping experience and other demand factors that affect store sales and market share.

Our framework offers new insights into how competition and regulation affect firms’ incen-

tives to offer product variety under uncertainty, which can inform policy design and assessment.

We capture the impact of regulation and industrial policies on firm behavior in industries with

heterogeneous product offerings across firms, where firms appreciate the services attached to

each product or group of products. Because many sectors consist almost entirely of multi-

product firms and our approach does not require price data, it more easily scales to multiple

industries and can be more broadly applicable.

Data on product information connected to a census are scarce for services industries. Having

access to such data, we use product categories to measure product variety at the store level. The

facts emerging from our data and recent policy concerns about regulations in services guide the

formal model (European Commission, 2018). Stores frequently adjust their product offerings,

and there is substantial variation in product categories within and between stores over time.

We find a positive association between competition arising from entry regulation liberalization

and the number of product categories. Competition also alters the distribution of sales per

product, where bottom-selling categories increase more than top-selling categories.

Reduced-form regressions robust to possible endogeneity of the regulatory measure show the

first evidence of the two opposing channels in our model: a more liberal regulation has a positive

association with labor productivity and inventory productivity and a negative association with

store market share. However, to fully understand the forces behind how competition affects

product offerings, to quantify the cost and long-run benefits of product adjustments, and to

simulate counterfactuals under alternative regulations and policies require a dynamic structural

model.
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The results from the dynamic model show that entry regulations have a significant impact

on the costs and benefits that determine the store’s optimal product variety. The median ad-

justment cost of product categories is fifteen percent higher in markets with restrictive rather

than liberal regulation. The median long-run benefit of adding one more product category

is approximately twenty percent higher in restrictive than in liberal markets. Stores in rural

markets have the highest dispersion in the benefit. The median benefit of adding variety is one

percent lower for stores in rural rather than urban markets, reflecting less variety for consumers

in rural areas.

Counterfactual policy experiments show that a more liberal entry regulation encourages

product repositioning and higher product-category entry rates. A modest liberalization of en-

try leads to more product variety. That is, cost reductions and efficiency gains that encourage

variety offset the lower profit margins that hamper variety. This new mechanism behind product

repositioning that boosts variety is left out of the traditional analysis. The new product mix

implies that short-run sales per product category increase and more so among incumbents in

markets with restrictive regulation than among those in markets with liberal regulation. Long-

run profits decrease among incumbents in all markets due to increased competition. Access to

more products is important for consumer welfare and needs to be weighed against the negative

externalities of entry regulations in terms of traffic, store exit, and broader environmental issues.

Simulations doubling the number of accepted PBL applications reveal new entry in prod-

uct categories but even higher product-category exit rates in markets with limited demand.

Although adjustment costs fall and incumbents are incentivized to improve their operations,

these effects cannot offset the more considerable loss in long-run profits from the more intense

competitive pressure. The losses in long-run profits are up to five times larger than those under

the counterfactual simulation of a modest increase in competitive pressure. Counterfactuals of

alternative policies show that a cost subsidy to stores utilizing economies of scope can ensure

product variety in rural markets but that the governmental cost can be high. Such subsidies

are of interest to policymakers who want to equalize regional differences.

Relation to the literature. That the cost-side determines the supply of varieties dates back

to Panzar and Willig (1981), Baumol et al. (1982) and Bailey and Friedlaender (1982), sug-

gesting that economies of scale and scope drive multiproduct firms. Our dynamic framework
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of endogenous product variety decisions relates to the literature on competition dynamics and

firm responses to industry policies (e.g., Gowrisankaran and Town, 1997; Ryan, 2012; Collard-

Wexler, 2013; Kalouptsidi, 2014; Fowlie et al., 2016; Igami and Uetake, 2020). In particular,

our work relates to the theoretical literature on equilibrium concepts that approximates Markov

perfect equilibrium.3

Recent work emphasizes that product offerings are dynamic decisions that policymakers

need to account for in their assessment and design of regulation (Sweeting, 2013; Pakes, 2021).

Product variety has gained attention in the static discrete choice demand literature using rich

data on a limited set of differentiated products (Berry and Haile, 2022; Gandhi and Nevo, 2022).

Prices restrict quantity demanded, while purchasing costs related to traveling and waiting in

the checkout line limit demand for product variety (Bronnenberg, 2015).

Our paper also relates to work on productivity in multiproduct firms (De Loecker et al.,

2016; Orr, 2022; Dhyne et al., 2023) and in service sectors (Maican and Orth, 2021). The

nature of services makes it difficult to measure physical quantities and prices and to aggregate

across products, complicating the issue of defining technical productivity (Oi, 1992). Maican

and Orth (2021) utilize a simplified version of the multiproduct function in a static framework

omitting modeling regulation, endogenous variety, and competition dynamics to study the rela-

tionship between revenue productivity and variety using simulations from reduced-form policy

functions.4

Static entry models emphasize fixed costs to offer variety, whereas the role of competition

for variety is often highlighted in the context of mergers (e.g., Fan and Yang, 2020; Asker and

Nocke, 2021) and in a more general sense (e.g., Watson, 2009; Hsieh and Rossi-Hansberg, 2019;

Ellickson et al., 2020). Existing work on entry regulations primarily focuses on profits and mar-

ket structure (e.g., Suzuki, 2013; Fan and Xiao, 2015; Maican and Orth, 2018) and firm-level

productivity (e.g., Maican and Orth, 2015) but omits endogenous variety decisions based on

cost and economies of scope and their dynamic implications.

Section 2 presents the entry regulations and data. Section 3 presents the dynamic model.

3Ackerberg et al. (2007) and Aguirregabiria et al. (2021) survey some recent empirical liter-

ature on dynamic games.
4Previous work, such as Syverson (2011), Maican and Orth (2015), and Backus (2020), has

typically found positive effects of stronger competition on productivity due to external factors

such as less restrictive regulation.
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Section 4 discusses the empirical results, and Section 5 reports the counterfactual experiments.

Section 6 concludes the paper. In several places, we refer to an online appendix.

2 Swedish Retail Trade and Entry Regulations

The goal of policymakers is to ensure that all individuals in society have access to a wide variety

of products at low prices and in stores within a reasonable geographic distance. To reach this

goal, most OECD countries empower local governments to make decisions regarding the entry

of new stores. The Swedish Plan and Building Act (PBL) regulates the use of land, water and

buildings. The regulation contains a comprehensive plan that covers and guides the use of the

entire municipality and detailed development plans that cover only a fraction of the municipal-

ity. The detailed development plans divide municipalities into smaller areas for which limits on

use and design (e.g., construction rights for real estate and use for workplaces, housing, schools,

parks, etc.) are set. Entry by a new store requires that the PBL allows retail operations in the

geographic area where the store wants to enter. A formal application needs to be sent to the

municipal government, which is supposed to evaluate the consequences for prices, accessibility

of store types and products for different consumer groups, traffic, broader environmental issues,

etc. The local government can accept or reject an application. Because the Swedish regulation

is typical of the regulations in many other countries, our application to Sweden is relevant and

offers broad implications for other countries (Pozzi and Schivardi, 2016). Appendix D discusses

the PBL in detail.

Regional development policies. Regional subsidies are alternative policy tools employed

to encourage stores to provide a wide variety of products. In 2001, the Swedish government

announced a new regional development policy designed to maintain a sustainable service level

in all parts of Sweden (bill 2001/02:4 A policy for growth and viability for the whole country).

One of the programs embedded in the policy was Stores in the countryside. The aim of the

program was to improve stores in rural areas by implementing store performance actions, such

as store refitting, improvements to the distribution of products and technical equipment, mod-

ernization of inventory and assignment of mentors to enhance communication between store

managers and local authorities. In 2015, the Swedish government announced the Rural Devel-
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opment Programme (RDP). The RDP contains support and compensation for municipalities

and is intended to facilitate living and operating businesses in rural areas by investing in local

services and technologies (e.g., broadband). The RDP emphasizes retail stores, as they also

provide numerous other utilities, such as postal services. The stringency of entry regulations is

crucial for achieving the goals of the RDP because entry regulations include considerable details

on investments in infrastructure and access to services.

Local markets. Sweden consists of 290 municipalities that make decisions regarding entry

regulations and regional development policies. Following previous studies and considering that

municipal governments decide on entry and regional programs, we take the municipality as a

local market (Maican and Orth, 2015; Maican and Orth, 2018). We classify municipalities by

market type. The first classification rests on the stringency of entry regulations. Markets with

regulatory stringency below the median value are defined as restrictive; otherwise, they are de-

fined as liberal. The second classification refers to rural or urban markets. Markets with fewer

than 10,000 inhabitants are defined as rural; those with more inhabitants are defined as urban.

Restrictive and liberal markets are defined based on the potential competitive pressure from

entrants, whereas rural and urban markets are defined based on potential demand. Because en-

try regulations affect all markets and regional programs target rural markets, our classification

by market type is crucial for evaluating policy changes.

Data. We focus on the three-digit industry retail sale of new goods in specialized stores (Swedish

National Industry (SNI) code 524). This industry includes the following subsectors at the five-

digit SNI level: clothing; furniture and lighting equipment; electrical household appliances and

radio/television goods; hardware, paints and glass; books, newspapers and stationery; and other

specialized stores. The empirical analysis accounts for heterogeneity across these subsectors.

We use three data sets provided by Statistics Sweden and the Swedish Mapping, Cadastral

and Land Registration Authority (SMA). The first data set covers detailed annual information

on all retail firms in Sweden (census) during the period from 2000 to 2010. The data contain

financial statistics of input and output measures: sales, value added, number of employees, cap-

ital stock, inventories, cost of products bought, investment, etc. Inventories capture the value of

products held in stock at the end of each year and are taken from book values (accounting data).

The cost of products bought measures a store’s cost of buying products from wholesalers. The

8



cost of products bought and inventories both rely on the input prices of goods (what stores pay

to wholesalers). In other words, sales and value added are measured in output prices, whereas

the cost of products bought and inventories are measured in input prices. Because of difficulties

in measuring quantity units in retail arising from the nature and complexity of the product

assortments, quantity measures of output and inventories are not available.

Our second data set includes information on a sample of approximately 1,100 stores per

year and covers store-level data on all product categories and their yearly sales from 2004 to

2009. The product data are provided by Statistics Sweden, which ensures that the sample is

representative and accurate. Unique identification codes allow us to perfectly match the prod-

uct categories to the stores. The product categories have 6–8 digit codes assigned, which define

categories such as clothes for women, men, and children.5 The number of product categories is

our measure of product variety in a store. Although one would ultimately like to access data on

individual products, such detailed data are rarely available for the extensive coverage of firms

linked to a census. Nevertheless, the vast majority of stores in our data offer several product

categories, and this enables us to take a step toward capturing variety within industries along

with input and output measures. The use of product categories also facilitates applications of

our approach across multiple industries. The number of product categories captures the ex-

tensive margin of product variety in a store. Data on sales per product category capture the

intensive margin of product lines (range) inside a category. Most importantly, the combination

of the two data sets allows us to compute product market shares within a store and a store’s

market share in a geographic market (municipality).

The third data set contains the number of applications approved by local authorities for

each municipality and year (SMA). This data set also includes applications to alter land-use

plans and the total number of existing land-use plans. We follow previous work and define

the stringency of regulation in the local market as the number of approved PBL applications

divided by population density (Bertrand and Kramarz, 2002; Suzuki, 2013; Turner et al., 2014;

Maican and Orth, 2018).6 Our variable does not measure market size because rarely are all

5The structure of the product data is similar to that of PRODCOM manufacturing data

(Eurostat).
6Municipalities with a nonsocialist majority approve more PBL applications. The correlation

between nonsocialist seats and the number of approved PBL applications in local markets is

0.6.
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PBL applications approved in a local market (see also Appendix D).

Descriptive statistics and stylized facts. Table 1 shows that there is an aggregate increase

in sales, value added, average number of product categories, investments, and labor over time.

From 2005 to 2009, sales, investments, and the number of employees increased by 36 percent, 53

percent and 21 percent, respectively. The average store has 4 product categories. The number

of product categories varies between 1 and 17. Our regulation measure, the average number

of approved PBL applications over population density, increased from 0.23 to 0.29 during our

study period. That more approvals are associated with fiercer competition is confirmed by the

negative correlation between product-category sales and regulation.

Table 1: Descriptive statistics

Year Sales Value Investment No. of Mean no. of Mean no. Corr. product sales
added employees product of PBL and no. of PBL

categories approvals by approvals by
at store pop. density pop. density

2004 80.454 17.518 1.286 31,424 3.101 0.228 -0.020
2005 97.144 22.358 1.531 39,468 4.514 0.263 -0.005
2006 103.116 23.448 1.796 38,640 4.151 0.253 -0.004
2007 147.852 30.497 2.466 47,104 4.399 0.289 -0.020
2008 130.613 26.427 2.528 49,130 4.185 0.285 -0.040
2009 131.826 27.123 2.335 47,940 4.223 0.234 -0.019

NOTE: Sales (excl. VAT), value added, inventories (includes products bought), and investment are in billions
of 2000 SEK (1 USD= 7.3 SEK, 1 EUR= 9.3 SEK). Sales per product category are computed at store level.

Product repositioning is more frequent in retail than in manufacturing because retailers em-

ploy the same technology to sell a different set of product categories. We observe adjustments

in product categories in 52 percent of store–year observations, a result also confirmed by the

median number of years that a store adjusts product categories, which is approximately half of

the total number of years in the sample. Nevertheless, the mean of cumulated yearly adjust-

ments of the number of product categories is positive (i.e., product variety increases over time).

The yearly adjustments in a store’s number of product categories between t− 1 and t vary con-

siderably. The interquartile range of yearly changes in a store’s number of product categories

is 2. We also find substantial variation in the yearly changes across five-digit subsectors; i.e.,

the median of the five-digit interquartile range is 1, and the maximum is 3.

Figure 1 presents boxplots showing the distributions of store performance measures before

and after the acceptance of new PBL applications. We measure store performance by labor

productivity (log of sales per employee), inventory performance (log of sales per average inven-

tory and log of cost of goods sold over average inventory), and market share. Median labor and

inventory productivity are higher, whereas median market share is lower after the acceptance of
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Figure 1: Store performance distributions before and after approved PBL applications

new PBL applications. That competition arising from more liberal regulation has a positive as-

sociation with productivity and a negative association with market share supports results from

previous literature and provides strong evidence for the channels in our model. It also suggests

that we have to control for entry regulation when developing more sophisticated measures of

store performance such as total factor productivity.

Figure 1 also shows that the median store has more product categories and higher sales per

product category after the acceptance of new PBL applications. Entry regulations inducing

repositioning provide support for the structural model. Consumers benefit from more product

variety, and incumbents benefit from higher sales per product category in markets with more

liberal regulation. However, the underlying factors driving these patterns are not well under-

stood in the absence of a structural model.

Table 2: Impact of accepted PBL applications on stores’ product variety

No. of products Log no. Product sales
of products entropy

(1) (2) (3)

New applications accepted 0.344 0.047 -0.069
(0.150) (0.020) (0.029)

Year fixed effect Yes Yes Yes
Subsector fixed effect Yes Yes Yes
Adjusted R2 0.236 0.204 0.242

NOTE: The independent variable is a dummy variable that takes the value one if
there are new applications accepted in a local market. Entropy measures store di-
versification in sales and is computed for each store j based on the market share of
each product category i inside the store, i.e., Ejt =

∑
imsijtln(msijt). Clustered

standard errors at the market level are in parentheses.

The reduced-form regressions in Table 2 show that new PBL applications increase the num-

ber of product categories and decrease the entropy of product sales. Entropy measures sales

diversification and is computed based on the market share of each product category i sold by

store j, Ejt =
∑

imsijtln(msijt) (Bernard et al., 2011). A store that focuses on top sales cat-
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egories has high entropy. On average, stores in markets with new applications accepted have

approximately 5 percent more product categories and 7 percent lower product-sales entropy.

This suggests that regulatory changes are associated with adjustments in product variety.

Table 3 shows that one additional PBL approval per population density increases the num-

ber of product categories in stores by 4.7 percent and decreases stores’ product-sales entropy

by 5.2 percent. We use AR(1) reduced-form regressions that include year, subsector, and local

market fixed effects (i.e., ∆zjmt = αzzjmt−1 +αrrmt−1 +fs+ft+fm+ujmt), where z is the level

and logarithm of the number of product categories and sales entropy. The average persistence

in the number of product categories and sales entropy are approximately 60 and 63 percent,

respectively.

Table 3: Impact of entry regulation on dynamics of stores’ product variety

Change in Change in log Change in
no. of products no. of products sales entropy

(1) (2) (3) (4) (5) (6)

No. of products in t− 1 -0.396 -0.400
(0.053) (0.014)

Log of no. of products in t−1 -0.524 -0.526
(0.034) (0.013)

Product sales entropy in t−1 -0.372 -0.376
(0.013) (0.014)

Entry regulation in t− 1 0.310 0.688 0.047 0.101 -0.052 -0.170
(0.174) (0.289) (0.022) (0.051) (0.030) (0.053)

Year fixed effect Yes Yes Yes Yes Yes Yes
Market fixed effect Yes Yes Yes Yes Yes Yes
Subsector fixed effect Yes Yes Yes Yes Yes Yes
Adjusted R2 0.381 0.455 0.305
F test (weak IV) 237.698 218.022 265.208
Sargan test (p value) 0.230 0.094 0.961

NOTE: The OLS estimator is used in columns (1), (3) and (5). An IV estimator is used to con-
trol for the endogeneity of entry regulation in columns (2), (4) and (6). The IV regressions use three
instruments, i.e., the share of nonsocialist seats in the local market, the number of approved applica-
tions in the neighboring municipalities, and one internal instrument exogenous variable (e.g., income
and income squared) (see Lewbel, 2012). Entropy measures store diversification in sales and is com-
puted for each store j based on the market share of each product category i inside the store, i.e.,
Ejt =

∑
imsijtln(msijt). Clustered standard errors at the market level are in parentheses.

Endogeneity of regulation. Our results are robust to the endogeneity of the entry regula-

tion measure. Specifications (2), (4) and (6) in Table 3 control for the endogeneity of regulation

using an instrumental variable (IV) approach. We use three instruments based on previous

literature: the share of nonsocialist seats in the local government (Maican and Orth, 2015;

Pozzi and Schivardi, 2016), the number of approved applications in neighboring municipalities,

and one internal instrument based on variables (e.g., income and income squared) exogenous

to stores (Lewbel, 2012). The first instrument relies on nonsocialist local governments being
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more positive toward entry. To be an effective instrument for entry regulation, the share of

nonsocialist seats should not be related to local market demand. This instrument raises the

following concerns. First, the outcomes of elections might be influenced by economic conditions.

Political business cycles can affect our results only if there is a substantial ability to predict

future demand shocks when politicians are elected. The second concern is that political prefer-

ences might capture local policies other than entry regulations. In Sweden, the PBL is rather

exceptional because it enables local politicians to play a key role. Furthermore, the number

of PBLs in other markets is an appropriate instrument if it reflects common trends, such as

nationwide trends in regulatory strictness, or other shocks specific only to entry regulations.

The exclusion restriction requires that regulatory strictness in other markets is not correlated

with store-specific shocks (Maican and Orth, 2015). Although the proposed instruments are

not perfect, we believe that they are the best instruments given previous work and the available

data. The results of the Sargan test show that the overidentifying restrictions are valid; i.e., the

test fails to reject the null hypothesis that the instruments are uncorrelated with the remaining

shocks.7 The statistically significant F-test shows that the instruments are not weakly corre-

lated with the entry regulation measure (Staiger and Stock, 1997).

In summary, the descriptive statistics and reduced-form specifications highlight that less

restrictive entry regulation is associated with stores offering more products and having lower

entropy of product sales, a lower market share, and higher labor productivity. However, the

reduced-form specifications omit the fact that the choice of product variety is a dynamic and

endogenous decision and that entry regulations can influence it through different channels. The

reduced-form approach, moreover, leaves no room for strategic interactions. Answering our

research question on how entry regulations affect incentives to offer variety and long-run per-

formance requires a structural model of oligopolistic competition that enables calculations of

counterfactual outcomes under alternative regulatory designs. The structural model fully en-

dogenizes the store’s choice of product variety by emphasizing the store’s tradeoff between the

short-run cost and future benefits from product repositioning due to changes in competition.

Notably, the model recognizes channels through which entry regulations affect the intensive and

extensive margins of product variety, market share and long-run performance.

7The p-value is larger than 0.05 in all IV specifications.
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3 A Dynamic Model of Multiproduct Service in Markets with

Entry Regulations

We develop an infinite-horizon dynamic equilibrium model of the supply of product variety in

markets with different entry regulation stringency. We consider a retail sector where all stores

focus on a well-defined service activity (e.g., selling apparel or shoes). Stores operate in a set

of local markets {1, . . . ,M} (i.e., municipalities) and use a novel multiproduct technology that

incorporates economies of scale and scope and the role of all inputs to generate sales.8 In each

year t, there are Nmt stores currently operating in market m. Each store j is characterized

by its revenue productivity ωjt, demand shocks µjt, log of capital stock kjt, log of the number

of employees ljt, and log of the inventory level at the beginning of period t, njt. Each local

market m is characterized by an entry regulation stringency measure rmt and other observed

characteristics grouped in xmt (population, population density, average income).9

Each period t proceeds as follows. First, policymakers in local market m determine the

stringency of entry regulation rmt. A store cannot influence local decisions on entry regulations.

Entry regulations affect stores’ decisions through their direct impact on cost structure (e.g.,

adjustment costs related to variety and inputs) and indirect impact on future productivity as

well as product- and store-level sales and market share when competition changes. Second,

stores compete annually in a dynamic oligopoly. At the beginning of year t, store j observes

its own and rivals’ states after receiving productivity and demand shocks and accounting for

the stringency of local entry regulations. The incumbents decide whether to exit or continue

to operate. If the store continues, it chooses the optimal levels of the number of product

categories npjt, inventory holdings before sales ajt (i.e., log of the sum of the inventory level at

the beginning of period t and the products bought during period t), and other inputs to generate

sales and maximize profits. Third, conditional on local entry regulations and product category

and input repositioning, stores compete in markets and earn profits from selling products and

services.

Store j has an adjustment cost in product variety, cn(npjt, ajt, rmt), which is increasing in

8Panzar and Willig (1981) and Bailey and Friedlaender (1982) highlight the key role of

economies of scale and scope for the existence of multiple products at the firm/store level.
9We use capital letters for levels, lower-case letters for logs, and bold for a vector of variables.
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ajt and is affected by regulation rmt (Joskow and Rose, 1989; Maican and Orth, 2018). A more

restrictive entry regulation increases stores’ operating costs as a result of an increase in the costs

due to, for example, a more expensive location or building costs, which affect stores’ adjustment

costs. Repositioning product categories implies adjustment costs to optimally integrate the

new product category mix within the store, e.g., reorganizing the store, managing inventory,

establishing long-term contracts with suppliers, training labor, and changing the store’s layout

and machinery equipment. Stores balance the adjustment costs of changing product variety

against the expected future benefits. Stores can react to high demand shocks by increasing

inventories without changing product categories (i.e., greater love for variety), which implies

more inventory. Section 3.2 provides a detailed discussion of the link between entry regulations

and cost cn(·). Less restrictive entry regulations increase competitive pressure, forcing stores

to improve their future productivity and invest in technology, creating incentives for stores to

increase their product variety and store size. Technological advances in the store can benefit

the existing number of product categories through faster product lines and a higher frequency

of turnover (Holmes, 2001).

We model and solve the store’s dynamic optimization problem, highlighting the dynamic role

of entry regulations and adjustment costs for incumbents’ endogenous product variety decisions,

competition, and long-run profits. Store j maximizes the discounted expected value of future

net cash flows using the Bellman equation:

V (sjt) = max
npjt,ajt

[π(sjt;npjt, ajt)− cn(npjt, ajt, rmt) + βE[V (sjt+1)|Fjt]] , (1)

where the state vector sjt includes store-specific state variables, market characteristics, and a

list of state variables of other stores active in a local market, π(sjt) is the static profit function,

and β is a store’s discount factor.10 The store information set Fjt includes only current and

past information on productivity, demand shocks, product variety in the previous period, in-

10The actual choice of the number of product categories npjt can be written as npjt = npjt−1+

∆npjt, where ∆npjt is the adjustment in the number of product categories. Therefore, the

store’s optimization problem given by the Bellman equation (1) is consistent with optimizing

over ∆npjt instead of npjt because the previous number of product categories npjt−1 is part of

the state space (it is part of inventory at the beginning of the year).
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put prices, and local market characteristics (not future values).11 Inventory holdings (ajt) and

the number of product categories (npjt) have dynamic implications due to adjustment costs.

Although we measure product variety by the number of product categories in a store, our frame-

work can allow modeling of individual product-level data if available.

Equilibrium. Local and industrial policies affect stores’ costs, inventory, investment in tech-

nology, labor and exit. We assume that these policies are unexpected and permanent once

they are implemented. Ericson and Pakes (1995) discuss the existence of a Markov perfect

equilibrium (MPE) in a modeling setting similar to ours. We assume that the market reflects

a Markov equilibrium where each store includes aggregated local market characteristics in its

state. Our approach approximates an MPE similarly to a moment-based Markov equilibrium

(MME), but where every store recognizes that it can influence the aggregate state (Weintraub

et al., 2008; Benkard et al., 2015; Ifrach and Weintraub, 2017). This simplification is essential

for estimation because a curse of dimensionality problem would appear with many competitors,

as in our data.

The equilibrium in the industry is stationary and includes the policies for the number of

products ñpt(sjt), inventory holdings before sales ãt(sjt) and the value function V (sjt) that are

consistent with the stores’ optimization problem (1). Conditional on the states, the stationarity

of the equilibrium implies that the value functions are not indexed by time. The equilibrium

implies that the states satisfy the Markov property before and after a change in a policy. To

form expectations, stores use the optimal policies. We use the optimal policy functions that

result to estimate productivity ωjt and demand shocks µjt. Estimation of the dynamic model

is presented in Section 3.2, whereas Section 3.1 describes the multiproduct technology.

3.1 Multiproduct Service Technology in Retail

We introduce a multiproduct technology and discuss its theoretical foundations. Then, we

construct a product-category sales-generating function and recover two store-specific variables

that are unobservable to the researcher (revenue productivity and demand shocks) in Section

3.1.1 and discuss identification and estimation in Section 3.1.2. Offering multiple products

11Estimating stores’ expectations and adaptation to changes in the local environment is chal-

lenging without high-frequency time-series data for a long period (see Doraszelski et al. (2018)

for an application to electricity markets).
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creates difficulties in aggregating service output when there is not a single value function because

the composite service output of a store depends on other things, including prices. In addition,

the productivity of resources in a product or service is not independent of the level of services

in other products.

ASSUMPTION 1: The multiproduct service-generating function of a retailer can be written

as an implicit function, which can be described by the transcendental function that generalizes

the Cobb–Douglas function (Mundlak, 1964):

F (Q,V) = G(Q)−H(V) = 0 (2)

where G(Q) = Qα̃1
1 × · · · × Q

α̃np
np exp(γ̃1Q1 + · · · + γ̃npQnp); H(V) = V β̃1

1 × · · · × V β̃d
d exp(ω̃);

Q is the vector of service output (product categories in our case); Qi is the i-th service out-

put of the store (quantity of product category i), i = {1, · · · , np}; Ve is the e-th service input

of the store (e.g., labor, capital, inventory), e = {1, · · · , d}; and ω̃ is the retailer’s technical

productivity (i.e., quantity-based total factor productivity).12 The parameters α̃1, · · · , α̃np and

γ̃1, · · · , γ̃np define the production frontier and affect product–product and product–input sub-

stitutions, playing a key role in profit maximization, and β̃1, · · · , β̃d affect product–input and

input–input substitutions.

The assumption on the transformation function G(Q)−H(V) = 0 is known as the separa-

bility property. It implies that retailers nearly always sell the product categories jointly. That

is, the product categories cannot be sold separately using a sales technology for each product

category (nonjoint sales). Second, it can be shown that a necessary and sufficient condition for

separability is that the total cost function is multiplicatively separable (in quantity and input

prices), which implies that the ratio of the two marginal costs is independent of input prices

(Hall, 1973).13 Under competitive equilibrium, this implies that product-category price ratios

depend on the product-category mix. Third, a necessary and sufficient condition for nonjoint-

ness is that the total cost of selling all product categories is the sum of the cost of selling each

12Hicks (1946) discusses the general implicit production function. The exponential term in

G(·) destroys the homogeneity of H(·) but allows inflexion points in the function (Halter et al.,

1957).
13Hall (1973) proposes a multiproduct cost function specification where separability and non-

jointness are introduced as parametric restrictions.
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product category separately. Nonjointness in sales technology is restrictive in retail because

economies of scale and scope are not modeled explicitly (Panzar and Willig, 1981). It also

implies that marginal cost ratios are independent of the product-category mix.

The theoretical results of the multiproduct service function related to profit maximization

play a crucial role in the identification of sales technology. For example, productivity is typically

defined as aggregate output over aggregate input; that is, the output and input coefficients α̃i

and β̃j affect the productivity measure. We show the general restrictions on the coefficients of

transcendental multiproduct functions that are required to satisfy the static profit maximization

conditions in settings with many inputs (d ≥ 2) and outputs (np ≥ 2) (see Mundlak (1964) for

d = 2 and np = 2). Readers not interested in theoretical details can move directly to Section

3.1.1.

THEOREM 1: Consider a general service-generating function F (Q,V) = G(Q)−H(V) =

0, where G(Q) = Qα̃1
1 × · · · ×Q

α̃np
np exp(γ̃1Q1 + · · ·+ γ̃npQnp); H(V) = V β̃1

1 × · · · × V β̃d
d exp(ω̃).

If the parameters satisfy the following conditions (a) α̃i < 0 and γ̃i > 0 for all i = {1, · · · , np};

(b) β̃e > 0 for all e = {1, · · · , d}, then the conditions for profit maximization are satisfied.

PROOF: The static profit maximization problem at the store level is maxV Π = P′Q −W′V

subject to F (Q,V) = 0, where P and W are vectors of output and input prices, respectively.

The main idea of the proof is that the sign of the determinant of the bordered Hessian matrix of

the optimization problem should satisfy the second-order requirement for profit maximization.

The proof and an additional discussion are provided in Appendix A.�

For certain values of γ̃i, the service output is sold at the minimum cost, and the optimal

inputs yield minimum revenues. However, we want to avoid these situations (saddle points) in

the empirical applications.

PROPOSITION 1: If the service function is simple Cobb–Douglas in outputs (γ̃i = 0 for all

i) and inputs and the first-order conditions are satisfied, then the optimal service quantity Q∗

is sold at the minimum cost, and any inputs V∗ yield minimum revenues. The profit π(Q∗, V ∗)

at point (Q∗, V ∗) is a saddle point, i.e., π(Q∗, V ) ≤ π(Q∗, V ∗) ≤ π(Q,V ∗).

PROOF: The proof uses the sign of the determinant of the Hessian matrix. For the full proof

and an additional discussion, we refer readers to Appendix A (see also Mundlak, 1964).�

A direct consequence of Proposition 1 is that when the inputs V produce minimum revenues
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and the first-order conditions are satisfied, then the profit can be maximized by a selection of

product categories (a corner solution). This problem does not exist in the case of a single

output. The conditions α̃i < 0 and γ̃i > 0 for all i are not the only second-order conditions

for profit maximization.14 Another key aspect of multiproduct technology is that the sign of

the γ̃i parameters determines the sign of the product category (factor) substitution (Appendix

A). The marginal rate of substitution for γ̃i = 0 implies that the product–product marginal

rate of substitution is a convex function. This function is concave when γ̃i > 0, which has key

implications in empirical applications that allow for economies of scope.

Aggregation and the role of sales. To write the service-generating function at the product-

category level, we normalize one parameter to one, i.e., the i-th output, which can be done

by raising the service function to the power of −α̃i. The resulting parameters of product

categories other than i have the opposite sign when α̃i is negative. When quantity is unob-

served, we want to set the weights γ̃i to obtain a meaningful interpretation of the aggregation

across the store’s product-category mix. Similarly to Mundlak (1964), we consider γ̃i = α̃yPi,

where Pi is the price index of product category i (the price of a representative basket), which

yields the product-category sales and reduces the number of parameters to be estimated. Thus,∑np
i=1 γ̃iQi = α̃y

∑np
i=1 PiQi = α̃yY , which is total store-level sales Y multiplied by α̃y, and it

has a meaningful interpretation. The store’s total sales thus play a key role in the relationship

between inputs and product categories for the multiproduct service-generating function because

they drive substitution between product categories. We use this result from transcendental pro-

duction functions to write a product-category sales-generating function that accounts for sales

of other products.

3.1.1 Empirical Framework: Multiproduct Sales-Generating Function

We model a multiproduct sales-generating function that accounts for changes in local entry

regulations. Without loss of generality, we write the model at the product-category level using

the simplest demand setting. If one accesses data on products inside a category, one can derive

product-level sales while accounting for the nested structure.

14The result in Theorem 1 holds when some (not all) α̃i are positive and the corresponding

γ̃i can be set to zero, which reduces the number of parameters.
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ASSUMPTION 2: All stores use the same service technology to sell their product categories,

and this technology does not depend on the product.

Based on transcendental technology (2), the multiproduct service-generating function of

store j in logs is given by

npj∑
i=1

α̃iqijt + α̃yYjt = β̃lljt + β̃kkjt + β̃aajt + ω̃jt + ũpjt, (3)

where qijt is the log of the quantity of product category i sold by store j in period t, Yjt is

the total sales of store j in period t, ljt is the log number of employees, kjt is the log capital

stock, ajt is the log of the sum of the inventory level at the beginning of period t (njt) and the

products bought during period t, and ũpjt are the remaining service output shocks. Assumption

2 allows us to reduce the number of parameters to be estimated. With sufficient data for all

product categories across markets over a long period, assumption 2 can be relaxed to allow

separate technologies for each product. Because each store is unique in our data, we omit the

market index m and refer to store j in market m.

In a multiproduct setting, the sales technology possibilities require aggregation over the

products. We use product equilibrium prices from a demand equation to obtain product sales

and aggregate over products. A product category consists of physical products and store-specific

services associated with each product. Two stores that sell product categories having the same

label (e.g., kitchen furniture) do not sell exactly the same products in our model. Even if stores

sell the same product brands in a category, it is unlikely that they offer the same purchase

service to consumers for each product.

In our model, the total number of product categories across stores in a local market is

the choice set of a consumer. For simplicity of exposition, we assume that consumers have

constant elasticity of substitution (CES) preferences over differentiated product categories, and

the researcher observes product information only for a sample of stores and total sales for

all stores in local markets. The set of product categories from stores with the same service

activity in a local market for which the researcher does not have product information defines

the consumer’s outside option.

The consumer’s decision is how much of each product category to purchase from stores

with product information available and from the outside option (i.e., from other stores in a
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local market that belong to the same five-digit subsector for which we do not have product

information). The link between a CES demand system and a discrete choice demand system is

used to write the consumer choice probability equation consistent with CES preferences15

qijt − qot = x′ijtβx + σaajt − σpijt + µ̃ijt, (4)

where pijt is the log of the price of product category i in store j; xijt represents the observed

determinants of the intensive and extensive margins of the utility function when the consumers

buy product category i from store j; σ is the elasticity of substitution; µ̃ijt represents the

unobserved product characteristics at the store level, for example, the quality of the shopping

experience attached to product i in store j; and qot is the outside option quantity.16

Before making decisions on inputs and variety, the stores observe only aggregate information

on demand shocks at the store level (i.e., µjt). Stores observe the realizations of demand shocks

µijt for each product category only after they select product categories.17 The presence of ajt

in a demand equation captures that consumers prefer stores with products in stock.

Multiplying the price pijt from (4) by the output weights (elasticities) α̃i, summing over

the number of products, and using the result in (3), we obtain the store-level sales-generating

function that is used to obtain sales for product i, yijt

yijt = −αyy−ijt + βlljt + βkkjt + βaajt + βqyot + x′jtβx + ωjt + µjt + upijt, (5)

where y−ijt is the log of sales of product categories other than i, yot measures the sales of the

outside option, xjt sums all observed characteristics at the store and market levels, and upijt

15The demand system is similar to the logit discrete choice system based on unit demand,

but the logarithm of price is used. A nested demand framework can be integrated, but the form

of the sales-generating function will then include more terms.
16The outside option qot measures the aggregate quantity of product categories sold by stores

that belong to the same five-digit subsector for which we do not have product information in a

local market. The left-hand side of equation (4) is a simplification of the well-known difference

in logarithms of market shares in quantities in logit models (Appendix B). σ is globally identified

for the set of products with positive choice probabilities. The system satisfies the connected

substitutes condition and is invertible.
17Eizenberg (2014) uses a similar assumption in an empirical discrete choice demand frame-

work.
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represents i.i.d. remaining shocks to sales that are mean-independent of all control variables

and store inputs (E[upijt|Fjt] = 0). We show the derivation of equation (5) in Appendix B.18

In the empirical implementation, sales yot measures the sales of product categories by stores

that belong to the same five-digit subsector for which we do not have product information in

the local market m.19 We include only local market variables in xjt (e.g., population, popula-

tion density, income) and therefore use the notation xmt instead of xjt in what follows. The

observed and unobserved product characteristics are aggregated to the store level with α̃i as

weights. The variable µjt is the weighted sum of all product demand shocks µijt at the store

level, summarizing the aggregate information on demand shocks observed by stores when they

make input decisions. Demand shocks related to product quality, location, checkout speed, the

courteousness of store employees, parking, bagging services, cleanliness, etc., are part of µjt.

Thus, demand shocks µjt include factors related to customer satisfaction and the quality of

shopping in store j in period t.

The multiproduct sales-generating function (5) differs from a single-product function in that

it controls for “competition” within the store, which is represented by the effect of the sales

of other product categories on the sales of a product category in a store. The multiproduct

service technology (3) allows for rich information on service product substitution and models

the relationship between sales per product category and total sales. In our data, stores do not

sell the same product categories, and therefore, we cannot identify all parameters α̃i and α̃y

without a selection over products or panel data that cover a long time period. By using the sales

of different products in equation (5), we reduce the number of parameters to be estimated and

obtain information on economies of scope. Therefore, we estimate only the coefficient of sales

of products other than product i in store j (αy) and not all coefficients αi, i = {1, · · · , npj}.

The economies of scope parameter αy provides a critical understanding of stores’ changes in

total sales when they change the number of product categories while their resources remain the

same or retain the same product categories and change the store’s resources (see Maican and

Orth (2021) for a detailed discussion and numerical simulations). The coefficient αy plays a key

18Equation (5) is derived by rewriting the linear sum of product category sales∑npjt
i=1

[
α̃iyijt +

(
1− 1

σ

)
α̃yYijt

]
≡ αiyijt + αyy−ijt and normalizing αi = 1.

19If the outside option is “do not buy,” yot is total sales in market m (aggregate sales).

Appendix B derives yot using equations (3) and (4).
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role in both the persistence and level of productivity. The input coefficients in the multiproduct

sales-generating function (5), i.e., βl, βk, βa, βq, are functions of the elasticity of substitution σ

and are similar to the aggregate sales-generating function at the store level, which allows us to

compare them with the estimates for a single-output technology.20

In service industries, it is difficult to define a clean measure of technical productivity due

to the complexity of measuring output and economies of scale and scope (Oi, 1992). Estimat-

ing only one coefficient for the other product categories (αy) when controlling for prices has a

cost—we cannot obtain a clean measure of technical productivity ω̃jt because the coefficients

of labor, capital and inventories include demand shocks even if we control for the elasticity of

substitution. Therefore, the variable ωjt ≡ (1 − 1/σ)ω̃jt measures revenue (sales) productiv-

ity. We simply refer to ωjt as store productivity in what follows. The productivity measure

ωjt might include sales shocks due to the approximations in (5), but all these sales shocks are

different from demand shocks µjt that affect consumer preferences for product categories in

a store. Nevertheless, the productivity shocks ωjt can be separated from the store’s demand

shocks µjt, which are part of the demand and affect store market share.

A few aspects of the multiproduct sales-generating function should be noted. First, store

productivity and demand shocks affect sales, and they are not observed by the researcher but

are observed by stores when decisions are made. Second, the multiproduct setting in Section

3.1 requires a positive αy for static profit maximization to hold. This condition also holds in

a dynamic setting because a policy function (input choice) should be optimal in each period.21

We now discuss the evolution of the main state variables.

ASSUMPTION 3: Store productivity and demand shocks follow two first-order Markov pro-

cesses: (i) an endogenous process Pω(ωjt|ωjt−1, µjt−1, rmt−1), where rmt−1 measures regulation

in local market m in period t − 1, and (ii) an exogenous process, Pµ(µjt|µjt−1), and (iii) the

distributions Pω(·) and Pµ(·) are stochastically increasing in ω and µ and are known to stores.

20The coefficients of the multiproduct sales technology are functions of σ, i.e., βq = 1/σ,

βl = β̃l(1 − 1/σ), βk = β̃k(1 − 1/σ) and βa = βa(1 − 1/σ). The parameters σa and β̃a are

included in βa, and they cannot be separately identified. Thus, we cannot separately identify

the effect of inventory on supply and demand; that is, we identify the net effect through βa (see

Section 3.1.2 and Appendix B).
21The sign conditions on the first and second derivatives that are used to prove Theorem 1

and Proposition 1 remain the same in a dynamic setting.
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Local market characteristics evolve according to a process known by all stores. All stores perceive

regulation policies to be permanent.

Assumption 3 states that the demand shocks µjt are correlated over time according to a

first-order Markov process

µjt = hµt (µjt−1;γµ) + ηjt, (6)

where hµt (·) is an approximation of the conditional expectation and ηjt are shocks that are mean-

independent of all information known at t − 1. Store productivity ωjt follows an endogenous

first-order Markov process where productivity, previous demand shocks, and entry regulation

affect future productivity:

ωjt = hωt (ωjt−1, µjt−1, rmt−1;γω) + ξjt, (7)

where hωt (·) is an approximation of the conditional expectation and ξjt are shocks to productiv-

ity that are mean-independent of all information known at t− 1. To survive fiercer competition

after entry, incumbents improve productivity by learning practices from entrants (external learn-

ing). Stores can also use information about previous demand shocks, capturing why consumers

choose a store to improve productivity. For example, rearranging products on shelves such that

consumers have faster access improves a store’s efficiency in allocating resources.

ASSUMPTION 4: The inventory level in period t + 1 evolves according to Njt+1 =

Ñt(Ajt, Yjt), where Ajt is the adjusted inventory, i.e., inventory at the beginning of period

Njt adjusted by the products bought in period t. The function Ñt(·) is increasing in Ajt and

decreasing in Yjt.
22 The capital stock accumulates according to Kjt+1 = (1 − δK)Kjt + Ijt,

where δK is the depreciation rate and Ijt is investment.

Inventory affects stores’ service output because high inventory is costly to keep in stock and

low inventory reduces consumers’ choices. Products bought from wholesalers are an input that

together with inventory at the beginning of period t (Ajt) lead to inventory levels in the begin-

ning of period t+ 1 after realization of sales in period t (Njt+1). Stores with high µjt increase

their products bought from wholesalers. However, this also leads to a drop in inventories at

the beginning of the next year because of the unexpected increase in sales. In other words,

22In physical units, inventory in t+ 1 evolves according to Njt+1 = Ajt − Yjt.
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there is a distinction between how µjt affects current inventories and products bought from the

wholesaler and the realization of inventories at the end of the year.

We now turn to the assumptions on the policy functions (input demand functions) that are

required to recover productivity ωjt and demand shocks µjt. We assume that labor ljt = l̃jt(sjt),

which is part of profits π(·), is chosen to maximize short-run profits.23

ASSUMPTION 5: The multivariate function (l̃jt, ãjt) is a bijection onto (ωjt, µjt).

Strict monotonicity guarantees the inversion in the case of a single policy function and un-

observable factor.24 In our case with two unobservables, invertibility implies solving systems of

nonlinear equations. A key condition for invertibility is that the determinant of the Jacobian

is not zero. This condition is satisfied when productivity and demand shocks have different

impacts on labor and inventory, and the relative impact is not the same (∂l̃/∂ω)/(∂l̃/∂µ) 6=

(∂ã/∂ω)/(∂ã/∂µ). This requirement is not restrictive and can be empirically tested with the

estimated policy functions (Section 4). Appendix C discusses invertibility in detail.

Market share index function. Following the production function literature to control for

unobservables, we use an output index function and an input process to recover the demand

shocks µjt (Ackerberg et al., 2007). The aim of the index function is to identify µjt separately

from ωjt and not to infer, e.g., changes in price elasticities due to repositioning in product

categories. Store demand shocks µjt are defined as a weighted sum of product category–specific

demand shocks to store j from the demand system (4) and include information that affects con-

sumers’ store choice and the store’s market share. Most importantly, the aggregation weights

in µjt arise from the multiproduct service technology (2). Thus, the store’s market share is an

informative output for the index function, which is computed using product-category sales that

are affected by demand shocks. We use inventory before sales, as it contains information about

µjt, as input demand.

23If labor has dynamic implications, then ljt−1 is part of the state space, and the optimal

labor ljt = l̃t(·) solves the Bellman equation.
24Note that the fact that labor is strictly increasing in ωjt can be shown when using Cobb–

Douglas technology (Doraszelski and Jaumandreu, 2013; Maican and Orth, 2017). This also

holds in our case because the transcendental technology is a generalization of Cobb–Douglas

technology. The fact that the inventory demand function before sales ãt(·) is increasing in µjt is

valid in retail markets. at does not depend on product prices pijt. The invertibility condition is

difficult to satisfy with end-of-year inventory nt instead of at; e.g., we might have large inventory

nt because of ongoing high demand or low demand realization.
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We consider the output of an index function with store and market characteristics δjt (which

can include xmt) and µjt as arguments

τjt = τt(δjt;ρ) + µjt + νjt, (8)

where the output index τjt = ln(msjt)− ln(ms0t) is the ratio of the store market share and the

market share of the outside option; msjt is the market share of store j in local market m in pe-

riod t computed at the five-digit industry sector level using sales; ms0t is the outside option, i.e.,

the market share of other stores in market m computed at the five-digit industry sector level (we

have the same outside option as in equation (5), but here we use a share-based measure); and νjt

is an error term that is mean-independent of all controls. In the empirical implementation, we

choose a simple linear specification for τt(·), i.e., τt(δjt;ρ) = ρnpnpjt + ρinc,1incmt + ρinc,2inc
2
mt,

where incmt is the logarithm of the average income in the local market.

The index function is consistent with multiproduct sales. It aggregates stores’ category sales

from the multiproduct sales function in the output index τjt and is informative about store de-

mand and consistent with aggregate demand in a local market (it includes µjt). A complication

of using a store-level aggregate demand system, where consumers obtain utility from choosing

a store, is the need for price data and to define a basket of products to calculate a price index

consistent with the multiproduct service technology.25 Indeed, our framework relies on all stores

in five-digit service industries for which price data are scant. Although one could access price

data, it is difficult to define an annual price index given that labor and capital are observed

yearly.

We now explain the market share index function and its link to the multiproduct sales

technology. First, services frequently rely on sales that depend on both demand and supply to

measure output. In our model, sales depend on both the store’s demand shocks µjt and pro-

ductivity ωjt, whereas a store’s market share index function depends only on µjt. To guarantee

consistency and identification, the demand shocks µjt enter additively and connect the market

share index function (8) and the sales-generating function (5). Because the sales-generating

25As in a nested-logit model, we can derive the probability of choosing store j as a function

of pijt and µijt using the conditional choice probability. However, this is not helpful in the

identification because pijt and µijt are not observed.

26



function (5) controls for the capital stock kjt and inventory ajt, they are not part of µjt, and we

do not need to control for them in the market share index function.26 The number of product

categories npjt affects ajt, which includes additional information such as the volume of each

product, and products are aggregated based on monetary value.

Second, supply-side weights included in µjt and remaining shocks νjt restrict us from rely-

ing on nonparametric inversion from the discrete choice literature to recover µjt. Although the

index function (8) is not a logit demand specification, being a function of npjt and νjt but not

the price, it is useful for understanding store local market demand. The market share index

function uses the same output as a logit demand system consistent with CES assumptions. The

reason is that market share captures information about local market demand and enables a

simple expression for the logarithm of store sales and the outside option.27

Regulation and endogenous product sales and market shares. We obtain a joint system

of equations from the multiproduct sales equation and the market share index function and find

its solution using the nested fixed-point algorithm. We have two systems of equations: sales

per product category at the store level (equation (5)) and store local market share (equation

(8)). Using recovered demand shocks, we solve the joint systems of equations to obtain sales

per product category and the outside option local market sales (total sales) following policy

interventions that affect stores’ primitives.28

We describe how the model can be used to compute changes in product-category sales and

sales of stores in the outside option (yot) after policy changes. A numerical implementation

of the model also helps improve the understanding of the integration of different parts of the

model. For simplicity of exposition, we assume only one store (j = 1) for which we observe

26Even if we control for the capital stock kjt and inventory ajt in the market share index

equation, we cannot separately identify their effects on demand and supply; i.e., we identify the

net effect. Appendix B discusses the identification of βa.
27The ratio of market shares of two stores depends on the number of product categories that

they offer and demand shocks. Because store-specific demand shocks depend on the product-

category mix, the market share ratio changes if one of the stores alters its product-category

mix without changing the number of product categories. One way to avoid the IIA problem

specific to logit models in equation (8) is to group product categories by a store characteristic

and rewrite equations (4) and (8) in nested-logit form. This is beyond the scope of this paper.
28The market share index function is not useful in counterfactuals if the outside option sales

are unaffected by changes in the local environment. In this case, the index function is used only

in identification to recover demand shocks µjt.
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the number of product categories and have recovered productivity and demand shocks. The

multiproduct sales equation can be written as yi1t = −αyy−i1t + (1/σ)yot + T1t + µ1t, where

the term T1t groups all store characteristics (labor, capital, inventory, productivity, and market

characteristics) that are in equation (5) and i = {1, · · · , np1} indexes the product categories of

the store. The index equation can be written as ln(
∑np1

i=1 exp(yi1t))− ln(yot) = δ1tρ+ µ1t. We

start with an initial value for yot denoted by y
(0)
ot . Then, we use the multiproduct equation to

compute product-category sales y
(0)
i1t using the fixed-point algorithm to solve the multiproduct

sales system of equations (the number of equations is given by the number of categories). The

computed product-category sales y
(0)
i1t are used to obtain the next sales of the outside option

y
(1)
ot , which are used to compute the next period’s product-category sales y

(1)
i1t . We repeat this

process until ‖y(n+1)
i1t − y(n)

i1t ‖ < tol and ‖y(n+1)
ot − y(n)

ot ‖ < tol, where tol is a numerical tolerance

level and n is the number of iterations. The same algorithm is applied if there are many stores

in a market for which we observe their product categories.29

Discussion on regulation and competition effects. The design of the Swedish entry regu-

lation targets the use of land, water and buildings, and its implementation covers all activities.

Therefore, entry regulation is exogenous to stores in our setting that focuses on product variety

repositioning by incumbents. More lenient entry regulation can affect the number of stores in

our retail sectors and the number of firms in other industries that are not in our data. Changes

in the local business environment affect competition and create new potential demand for retail-

ers and opportunities for suppliers. To accentuate product variety decisions among incumbents

and to keep the model tractable, we do not explicitly model store entry and exit. However,

our framework models all stores and is rich in modeling local competition. First, we allow

for oligopolistic competition. Changes in entry regulation affect incumbents’ productivity and

cost-enhancing product variety. Therefore, the optimal choice of variety and inventory before

sales, which are functions of the rivals’ productivity and demand shocks, are obtained by solv-

ing the store’s dynamic programming problem. Second, having the store’s optimal choices, we

recompute the product- and store-level sales and total sales of all stores in a local market for

which we do not have product variety information (i.e., outside option yot) by solving the non-

linear systems of equations given by the multiproduct sales and market share index equations.

29The Monte Carlo simulations show a fast convergence of the algorithm for a large number

of products and stores.
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Thus, even if we do not access prices, we fully endogenize the store’s variety and sales and total

sales in the outside option in a local market to account for the complex impact of changes in

competition due to regulation.

3.1.2 Identification and Estimation of the Multiproduct Sales Function

The identification and estimation of the sales-generating function, including the Markov pro-

cesses for ωjt and µjt, are based on the well-established two-step methods in the production

function literature. Identification comes from a system of equations (multiproduct sales and

market share) and two unobservables (productivity and demand shocks), where one of the un-

observables is part of only one equation. Two control functions based on the store’s optimal

policy functions are used to proxy for ωjt and µjt.
30

We estimate βl, βk, βa, αy, σ, ρnp, ρinc,1, ρinc,2, γω, and γµ together using a modified Olley

and Pakes (1996) (OP) two-step estimator that includes product information (Olley and Pakes,

1996; Levinsohn and Petrin, 2003; Ackerberg et al., 2015; Gandhi et al., 2020). Compared to

OP, we have two unobservables to recover, and we show how the market share index function

helps to recover demand shocks µjt separate from productivity ωjt and ensures the identification

of the model. In our retail setting, the dynamics of store productivity are more complex, since

productivity is affected by both demand shocks and local entry regulations.

To back out ωjt and µjt from the policy functions ljt = l̃t(ωjt, µjt, kjt, njt, wjt, yot,xmt, rmt)

and ajt = ãt(ωjt, µjt, kjt, njt, wjt, yot,xmt, rmt), Assumption 5 must hold (Appendix C). By

inverting these policy functions to solve for ωjt and µjt, we obtain ωjt = f1
t (ljt, kjt, njt, wjt,

ajt, yot,xmt, rmt) and µjt = f2
t (ljt, kjt, njt, wjt, ajt, yot,xmt, rmt), which are nonparametric func-

tions of the observed variables in the state space and the controls. In the first step, we construct

measures of productivity ωjt and demand shocks µjt as functions of the structural parameters

that do not include the remaining shocks upijt and νjt.

By substituting the nonparametric inversion f2
t (ljt, kjt, njt, wjt, ajt, yot,xmt, rmt) for µjt in

(8) and considering that the number of product categories npjt is also a function of the store

state variables (a policy function of the store optimization problem), the market share equation

30Ackerberg et al. (2007) (Section 2.4) and Matzkin (2008) discuss the core of identification

of such systems of equations.
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can be written as ln(msjt/ms0t) = bt(ljt, kjt, njt, wjt, ajt, yot,xmt, rmt) + νjt, which can be esti-

mated using ordinary least squares (OLS) and a polynomial expansion of order two in ljt, kjt,

njt, wjt, ajt, yot, xmt, rmt to approximate function bt(·).31 Therefore, we obtain an estimate of

bt(·), denoted b̂t, which is the predicted ln(msjt/ms0t). We can write demand shocks µjt as a

parametric function: µjt = b̂jt − ρnpnpjt − ρinc,1incmt − ρinc,2inc2
mt, which will be treated as an

input in the multioutput sales-generating function (5). In the second step, when we substitute

µjt (predicted) and ωjt into (5), the sales-generating function becomes

yijt = −αyy−ijt + φt(ljt, kjt, njt, wjt, ajt, yot,xmt, rmt) + upijt, (9)

where φt(·) = βlljt + βkkjt + βaajt + βqyot + x′mtβx + ωjt + µjt. The function φt(·) can be

approximated using a polynomial expansion of order two in its arguments. The estimation of

(9) yields an estimate of service output without service output shocks upijt, i.e., φ̂t, which is

used to obtain store productivity ωjt as a function of the parameters, ωjt = φ̂jt−βlljt−βkkjt−

βaajt−βqyot−x′mtβx− b̂jt + ρnpnpjt + ρinc,1incmt + ρinc,2inc
2
mt. Then, we rewrite the sales and

market share equations using parametric forms of productivity ωjt and demand shocks µjt and

Markov processes

yijt = −αyy−ijt + βlljt + βkkjt + βaajt + βqyot + x′mtβx + b̂jt − ρnpnpjt

−ρinc,1incmt − ρinc,2inc2
mt + hω(φ̂jt−1 − βlljt−1 − βkkjt−1 − βaajt−1

−βqyot−1 − x′mt−1βx − b̂jt−1 + ρnpnpjt−1 + ρinc,1incmt−1

+ρinc,2inc
2
mt−1, b̂jt−1 − ρnpnpjt−1 − ρinc,1incmt−1 − ρinc,2inc2

mt−1,

rmt−1) + ξjt + upijt

(10)

ln(msjt/ms0t) = ρnpnpjt + ρinc,1incmt + ρinc,2inc
2
mt + hµ(b̂jt−1

−ρnpnpjt−1 − ρinc,1incmt−1 − ρinc,2inc2
mt−1) + ηjt + νjt.

(11)

The parameters of the multiproduct sales function (10) and market share equation (11) are

identified using moment conditions on the remaining shocks in these equations, ξjt + upijt and

ηjt + νjt.

31A polynomial expansion of order three shows no improvement in the estimation of the first

stage. Other approximations can be used, e.g., b-splines.
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Estimation. In the empirical implementation, we approximate the functions hω(·) and hµ(·)

in the Markov processes of ωjt and µjt by polynomials. The estimated Markov processes are:

ωjt = γω0 + γω1 ωjt−1 + γω2 (ωjt−1)2 + γω3 (ωjt−1)3 + γω4 µjt−1 + γω5 rmt−1

+γω6 ωjt−1 × µjt−1 + γω7 rmt−1 × ωjt−1 + γω8 rmt−1 × µjt−1 + ξjt

(12)

µjt = γµ0 + γµ1µjt−1 + γµ2 (µjt−1)2 + γµ3 (µjt−1)3 + ηjt (13)

The vector of parameters to be estimated is θ = (βl, βk, βa, αy, σ, βx, ρnp, ρinc,1, ρinc,2, γω,

and γµ). Productivity ωjt and µjt are functions of θ. We can identify the θ coefficients using

moment conditions based on (ξjt +upijt) and (ηjt + νjt) and the generalized method of moments

(GMM) estimator. The identification uses the fact that the current shocks are conditionally

independent of information in t − 1, Fjt−1.32 To identify θ, we use the moment conditions

E[ξjt + upijt| y−ijt−1, ljt−1, kjt−1, ajt−1, xmt−1] = 0 and E[ηjt + νjt|npjt−1, incmt−1, inc
2
jt−1] =

0. The parameters βl, βk, and βa are identified using ljt−1, kjt−1, and ajt−1 as instruments.

Thus, we exploit the fact that the current remaining productivity and sales shocks are not

correlated with previous inputs to form moment conditions. To identify the economies of scope

parameter αy, we use y−ijt−1 as an instrument, which requires that the previous output is not

correlated with current remaining sales and productivity shocks. The Monte Carlo experiments

discussed below show the robustness of the identification of the scope parameter αy using

previous output.33 The fact that previous local market characteristics xmt−1 are not correlated

with current remaining sales and productivity shocks allows us to identify βx.34 To identify

the coefficients of the market share equation, we use the fact that (ηjt + νjt) are not correlated

with the previous number of product categories and income. The Markov process parameters

γω and γµ are identified using the corresponding polynomial terms in equations (12) and (13)

32Ackerberg et al. (2007) discuss the use of previous variables as instruments in a two-step

control function approach in the estimation of production technologies. Ackerberg et al. (2015)

discuss in Section IV(i) different ways to estimate an OP framework based on second-step

moments. Most importantly, stronger assumptions can lead to more precise estimates. Our

results remain robust when we use moment conditions based on ξjt and ηjt to identify βl, βk,

βa, βx, σ, ρnp, ρinc,1, and ρinc,2.
33Appendix C discusses a more computationally demanding estimator.
34xmt are also valid instruments because market characteristics are exogenous.
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as instruments.

The θ parameters are estimated by minimizing the GMM objective function

min
β
QN =

[
1

N
W
′
v(θ)

]′
A

[
1

N
W
′
v(θ)

]
, (14)

where vjt = (uijt+ξjt, νjt+ηjt)
′, W is the matrix of instruments, and A is the weighting matrix

defined as A =
[

1
NW

′
v(β)v

′
(β)W

]−1
. 35

Monte Carlo simulations. In Appendix B.1, we provide Monte Carlo simulations to show

the identification of multioutput technology with two inputs, labor and capital, using the con-

trol function approach. We also discuss the bias of the labor and capital coefficients of a

single-output technology when the true data-generating process (DGP) of total output is a

multiproduct technology.

Alternative specifications. Appendix C discusses several extensions: an alternative estima-

tor, nested demand specifications, a specification controlling for the endogeneity of regulation,

and the relationship with other multiproduct estimators.

3.2 Estimation of the Dynamic Model

This section discusses the estimation of the dynamic model that is used to compute the optimal

number of product categories and long-run profits after changes in entry regulations or other

changes in the local business environment.

Regulation and adjustment costs of product variety. Entry regulations affect stores’

operating costs. First, more restrictive regulation can increase stores’ operating costs through

higher fixed costs, e.g., expensive location or building costs (Joskow and Rose, 1989; Maican and

Orth, 2018). Any product repositioning that requires reconstruction of the store (e.g., larger

store space, installation of special equipment, access for trucks) and that might change the

store’s environmental aspects are subject to entry regulation. Integrating new product offerings

in the store also involves labor training, inventory management, and the working out of con-

tracts with suppliers. Second, in markets with fewer stores (due to restrictive regulation), the

cost of logistics can increase, and product differentiation decreases. Consumers in these markets

need to travel longer distances and can compensate for the longer travel time by spending less

35Standard errors are computed according to Ackerberg et al. (2012).
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time in a store. This industry background highlights that controlling for entry regulation in

the cost of managing variety is essential for our understanding of stores’ decisions. Regulations

impact the adjustment costs in variety (and inventory) through both demand and supply chan-

nels. However, our model remains consistent even if entry regulations do not affect the cost

of managing variety. That is, the store’s optimal inputs are still affected by entry regulations

through the productivity channel. Most importantly, we can test whether the coefficients of the

terms in cn(·) that include entry regulations are statistically significantly different from zero in

the empirical implementation.

We assume that stores have quadratic adjustment costs in product categories (M SEK):

cn(npjt, ajt, rmt;ϕ) = ϕ1npjt +ϕ2np
2
jt +ϕ3exp(ajt)

2 +ϕ4exp(ajt)npjt +ϕ5npjtrmt +ϕ6exp(ajt)

rmt. The marginal effect of more liberal entry regulation (an increase in rmt) on adjustment

costs in variety depends on the store’s number of product categories and size of inventory ajt.

A change in regulations affects the store’s cost and productivity and, consequently, the number

of product categories, sales, and market share. Thus, the store’s value function is given by the

following Bellman equation:

V (sjt) = max
npjt,ajt

{π(sjt;npjt, ajt)− cn(·;ϕ) + βE[V (sjt+1)|Fjt]} ,

where πjt(sjt) measures the variable profits and ϕ = (ϕ1, ϕ2, ϕ3, ϕ4, ϕ5, ϕ6) are the parameters

to be estimated in the dynamic stage using value function approximation and simulation (Ryan,

2012; Sweeting, 2013).

State space. The state vector sjt is large because it includes many store-specific state variables

(i.e., ωjt, µjt, kjt, njt, npjt−1, wjt) and local market variables (i.e., yot, xmt, rmt) and a list

of state variables of other stores active in a local market. Most local markets contain a large

number of stores (i.e., high-dimensional rival states). We reduce the computational complexity

of the dynamic model by assuming that stores do not keep track of the state variables of every

rival store, which reduces the state space. Instead, stores use the sum of rivals’ productivity and

demand shocks in a local market as sufficient statistics. Our approach relates to the theoretical

literature that approximates MPE based on oblivious and moment-based equilibrium concepts.

Recent empirical literature uses these approximation methods to reduce the computational

complexity of MPE (e.g., Sweeting, 2013; Barwick et al., 2021; Gowrisankaran et al., 2022;
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Jeon, 2022). Thus, in the empirical implementation, the state space vector sjt includes ωjt, µjt,

kjt, njt, npjt−1, wjt, yot, xmt, rmt and
∑

s 6=j(ωst + µst).
36

Value function approximation. We approximate the value function V using radial basis

function networks (RBFN), i.e., V (sjt) = bs(sjt)κ, where bs(·) are the basis functions (Mai-

Duy and Tran-Cong, 2003; Sutton and Barto, 2018).37 This allows us to rewrite the Bellman

equation as

V (sjt;κ) = max
npjt,ajt

{π(sjt;npjt, ajt)− cn(·;ϕ) + βE[V (sjt+1;κ)|Fjt]} .

For each set of cost parameters ϕ, we use the linearity property of the value function approxima-

tion to find the approximation parameters κ such that the Bellman equation holds. We use the

RBFN approximation to find the optimal policies using the state variables in t and t+ 1. The

multiproduct technology estimation gives the transitions for productivity and demand shocks.

The inventory at the end of the period (i.e., the beginning of the next period) is estimated using

a b-splines approximation in ajt and yjt.
38

To compute total store-level sales using our model, we need to solve a system of nonlinear

equations (for each store), which is given by the multiproduct technology. This system of equa-

tions has a unique solution and is solved using fixed-point iteration. The store’s total sales are

a function of the number of product categories. Net profits π(·) are computed as sales minus

labor cost, i.e., π(·;npjt, ajt) =
∑npjt

i=1 exp(yijt) − exp(wjt) × exp(ljt), where log sales yijt are

computed by solving the system of equations given by the multiproduct technology (5) and

market share index function (8) for each store at the optimal choices of npjt and ajt.

Estimation. Given an initial estimate of ϕ and approximation parameters κ, we solve the

first-order condition in the Bellman equation to find the optimal number of product cate-

36Our model estimates are robust when we use only the sum of rivals’ productivity (
∑

s 6=j ωst)

in the state space (we find only minor changes in the cost function coefficients). Previous versions

of the paper presented single-agent estimates of the model. The results revealed a smaller

competitive impact of lenient entry liberalization on long-run profits than in the dynamic game

findings.
37RBFN are derived from the theory of function approximation and are commonly used in

the AI and machine learning literature.
38We assume that regulatory changes do not affect the structural form of this relationship.

However, regulation affects the variables of this function, ajt and yjt.
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gories npjt and inventory ajt in each state. Then, new value function approximation param-

eters κ are found by solving the Bellman equation. The cost parameters are estimated using

the method of moments (Gourieroux and Monfort, 1996). The estimator matches the per-

centiles of the observed number of product categories (npjt) and inventory (ajt) distributions

Px (x = [.05, .10, .15, · · · , .95]) with percentiles generated by the policy functions from the model

(i.e., solving the system of first-order conditions). We denote the vector moments generated by

the model as P̃(ϕ), which depend on the structural parameters, and P as the corresponding

vector of data moments. The criterion function minimizes the distance between the moments

P̃(ϕ) and P

J(ϕ) = [P− P̃(ϕ)]′W [P− P̃(ϕ)], (15)

where W is a weighting matrix.39 The cost function coefficients are identified by matching the

observed and predicted percentiles of the distribution of npjt and ajt. The standard errors are

computed using subsampling.

4 Results

First, we discuss the multiproduct sales-generating function estimates and the role of entry reg-

ulations and the determinants of the number of product categories and product-category sales

competition in a store. Then, we present the dynamic model estimates, long-run profits and

benefits of adding products in different markets.

Sales-generating function estimates. Table 4 shows the estimates of the multiproduct

sales-generating function in equation (5) by OLS and the nonparametric two-step estimators

presented in Section 3.1.40 The estimated coefficients of labor and inventories decrease from

0.784 (OLS) to 0.571 and from 1.037 (OLS) to 0.411, respectively, using the two-step estimator.

The coefficient of capital increases; i.e., it is 0.061 (OLS) and 0.289 (the two-step estimator).

The changes in the estimated coefficients are in line with the previous literature, which suggests

39The identity matrix is used in the empirical setting.
40The two-step estimated coefficients are adjusted for the elasticity of substitution σ and the

coefficient of other product categories α̃y to allow for comparisons across specifications. The

two-step estimator controls for the endogeneity of store input choices and entry regulation and

allows us to separately identify two shocks.
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upward bias in the coefficients of labor and inventories when the correlation between inputs and

productivity is not controlled for.

Table 4: Estimation of multiproduct sales-generating function

OLS Two-step estimation

Estimate Std. Estimate Std.

Log no. of employees 0.784 0.035 0.571 0.033
Log of capital 0.061 0.029 0.289 0.036
Log of inventory 1.037 0.021 0.411 0.054
Log of sales of other products -0.896 0.009 -0.857 0.061
Log of sales outside option -0.005 0.006 0.287 0.043
Log of population 0.014 0.022 0.176 0.032
Log of pop. density 0.018 0.016 0.697 0.032
Coef. of no. of products (ρnp) 0.213 0.096
Log of income 38.120 13.360 0.289 0.058
Log of income squared -3.620 1.257 0.043 0.058
Elasticity of substitution 3.480
Year fixed effect Yes Yes
Subsector fixed effect Yes Yes
R squared 0.558
No. of obs. 16,759 16,759

NOTE: The dependent variable is the log of sales of a product category at the store
level. The OLS specification controls for the current impact of entry regulation. Two-
step estimation refers to the estimation method presented in Section 3.1. Municipalities
are defined as local markets. Reported standard errors (in parentheses) are computed
using Ackerberg et al. (2012).

The estimates are consistent with the profit maximization behavior of multiproduct firms

because the sales of a product category decrease when the sales of other product categories

increase (Mundlak, 1964).41 On average, a one percent increase in sales of other products de-

creases the sales of a product category by 0.857 percent, suggesting relatively fierce competition

for sales space in a store. The magnitude of the coefficient of the other product categories

(αy) is key for the productivity measure, as it influences the input coefficients. The estimated

elasticity of demand for product substitution is 3.480, which is in line with previous literature.

Stores in large and densely populated markets sell more per product category. The number

of product categories and income have a positive impact on stores’ market share. That con-

sumers benefit from more product categories is consistent with findings from previous literature

(on love for variety). On average, a store with a 30 percent market share gains 5 percent market

share by adding one more product category.

Entry regulations and store primitives. Table 5 shows the estimates of the processes

for productivity ωjt and demand shocks µjt (equations (12) and (13)). We reject the null

hypothesis that the coefficients of demand shocks µjt in the productivity process equal zero (p-

value=0.000). More liberal entry regulation has a positive impact on revenue productivity; i.e.,

41The conditions of Theorem 1 are satisfied because −αy = −0.857, i.e., αy > 0.
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one more approval increases productivity by 0.120 percent on average.42 However, the impact

of entry regulations on productivity is decreasing in productivity and demand shocks. This

implies high heterogeneity in stores’ future productivity due to changes in regulation, which

affects long-run profits.

Table 5: Estimation of productivity and demand shock processes

Productivity (ωt) process Demand shocks (µt) process

Estimate Std. Estimate Std.

Productivity (ωt−1) 0.846 0.013 Demand shock (µt−1) 0.987 0.018
Productivity sq. (ω2

t−1) 0.025 0.006 Demand shock sq. (µ2t−1) -0.012 0.004

Productivity cubic (ω3
t−1) -0.002 0.001 Demand sh. cubic (µ3t−1) -0.0006 0.0002

Demand shock (µt−1) 0.025 0.004
Prod.*Dem.. sh. (ωt−1×µt−1) 0.011 0.002
Regulation (rt−1) 0.122 0.036
Prod.*Reg. (ωt−1 × rt−1) -0.026 0.011
Dem. sh.*Reg. (µt−1 × rt−1) -0.028 0.006
Year fixed effects Yes Year fixed effects Yes
Subsector fixed effects Yes Year fixed effects Yes
Adjusted R squared 0.873 Adjusted R squared 0.686
Coef. of ωt−1 terms are zero F test p value

1749.183 0.000
Coef. of µt−1 terms are zero F test p value

23.601 0.000
Coef. of rt−1 terms are zero F test p value

7.599 0.000
Persistence (dωt/dωt−1) 0.869 Persistence (dµt/dµt−1) 0.943
Effect of demand (dωt/dµt−1) 0.018
Effect of reg. (dωt/drt−1) 0.077

NOTE: Productivity and demand shocks and their evolution are estimated using the two-step estimation method
in Section 3.1. Regulation is measured as the number of PBL approvals divided by population density. Munici-
palities are used as local markets. The mean values are presented for the marginal effects.

Demand shocks also have a positive impact on future revenue productivity, and the impact

is increasing in productivity. A one percent increase in µjt raises productivity by 0.018 percent

on average. We expect stores to learn from demand to improve future productivity in services

where demand shocks affect inventory management, input and product variety choices that lead

to productivity advances.

A key factor that drives the dynamics in productivity and demand shocks is persistence.

The average persistence of the productivity process (0.869) is lower than the persistence of the

store’s demand shocks (0.943) (Table 5). The size of the persistence in productivity is similar

to what has been found in the literature.43

Figure 2 presents boxplots of the empirical distributions of revenue productivity and demand

shocks for stores in different product-category quartiles in restrictive and liberal markets. First,

42The average is computed based on the observed population density, where the largest

marginal effect is approximately 9 percent.
43See, e.g., Doraszelski and Jaumandreu (2013) and Maican and Orth (2017).
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the median revenue productivity ωjt and demand shocks µjt are higher in liberal markets than

in restrictive markets. Second, stores with higher productivity offer more product categories.

Third, the interquartile range of demand shocks is lower in liberal than in restrictive markets

for stores below the 75th percentile of the product category. Taken together, the results indicate

that there is substantial heterogeneity in store-level primitives across stores and market types.
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Figure 2: Relationship between number of product categories, productivity, and demand shocks

Entry regulations and product variety. Table 6 shows reduced-form evidence of the effect

of productivity, demand shocks, investment and capital on the number of product categories

and product-category competition for store sale space (the product Herfindahl–Hirschman index

(HHI)) in restrictive and liberal markets.

An increase in productivity intensifies competition for product space inside a store (cor-

responding to a lower HHI). The effect of productivity on product-category competition is

decreasing in productivity and demand shocks in restrictive markets, whereas the reverse holds

in liberal markets. The magnitudes are larger in liberal than in restrictive markets. Stores with

high demand shocks µjt have less intense competition between product categories (a higher HHI)

in both types of markets. However, the impact of demand shocks is increasing (decreasing) in

productivity in restrictive (liberal) markets. This implies that product-category competition is

less fierce if stores with high demand shocks in restrictive markets have high productivity.

Productivity gains increase product categories by larger magnitudes in liberal than in re-

strictive markets. Stores in restrictive markets thus require larger productivity gains to obtain

the same product-category increase as in liberal markets. Stores with high demand shocks offer

fewer product categories, suggesting that stores reallocate resources from providing variety to
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Table 6: Determinants of product categories at the store level

HHI product categories No. of product categories

Restrictive Liberal Restrictive Liberal

Est. Std. Est. Std. Est. Std. Est. Std.

Productivity (ωt) -0.1131 0.0225 -0.1870 0.0429 0.3810 0.0468 0.6226 0.0693
Productivity sq. (ω2

t ) 0.0039 0.0040 0.0125 0.0102 -0.0406 0.0148 -0.0616 0.0136
Demand shocks (µt) 0.1024 0.0127 0.1098 0.0223 -0.3574 0.0236 -0.3993 0.0390
Dem. shocks sq. (µ2t ) -0.0041 0.0005 -0.0057 0.0011 0.0165 0.0016 0.0208 0.0020
Prod.× Dem.(ωt×µt) 0.0081 0.0025 -0.0020 0.0032 -0.0064 0.0094 0.0087 0.0046
Log of capital (kt−1) -0.0404 0.0089 -0.0494 0.0151 0.0926 0.0263 0.1259 0.0294
Log of invest. (it−1) -0.0043 0.0052 0.0075 0.0058 0.0388 0.0109 0.0052 0.0135
Other controls Yes Yes Yes Yes
Sector fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Market fixed effects Yes Yes Yes Yes
Adj. R2 0.5404 0.6040

NOTE: All regressions include an intercept. The OLS estimator is used for HHI regressions, where the depen-
dent variable, i.e., HHI, is computed based on sales product categories. A quasi-Poisson estimator is used for the
number-of-product-category regressions. Additional store and market controls include inventories, wages, popula-
tion, population density, and income. Standard errors are clustered at the sector level.

decrease purchasing costs (e.g., providing shopping quality), in line with Bronnenberg (2015).

We also find that markets with high median productivity have a larger unique number of prod-

uct categories, with the magnitudes being larger in liberal than in restrictive markets.

Our findings suggest substantial heterogeneity in the impact of productivity and demand

shocks in restrictive and liberal markets. This heterogeneity enables us to understand the drivers

behind differences in variety across market types and is useful for designing policies aimed at

leveling out regional discrepancies.

Dynamic model estimates. The results in Table 7 (Panel A) show that more liberal reg-

ulation decreases the marginal adjustment costs of product categories (the coefficient of the

terms npjt× rmt is negative). Thus, stores with many product categories benefit more from the

marginal cost reduction following liberalization of regulation. The coefficient of the term np2
jt is

positive, implying decreasing returns to scale in the number of product categories, which is in

line with findings in previous literature (Draganska and Jain, 2005). Last, stores with high de-

mand for inventory before sales have higher marginal product-category adjustment costs. These

findings show that stores trade off the marginal adjustment cost of product categories with the

long-run benefits.

The estimated dynamic model accurately predicts the number of product categories and

inventory (Table 7, Panel B). This is because we allow for high heterogeneity in the adjustment

cost of product categories. The median of the value function (long-run profits) is 180.3 M SEK

(Table 7, Panel C). In addition, the results show low errors in approximating the value function
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Table 7: Estimation of dynamic parameters

Panel A: Estimation of product variety adjustment cost Estimate Std.

No. of product categories (npjt) 0.0211 0.0034
No. of product categories squared (np2jt) 0.0245 0.0063

Inventory before sales squared (exp(ajt)
2) 0.0019 0.0012

No. of product categ. × Inv. before sales (npjt × exp(ajt)) 0.0384 0.0091
No. of product categ. × Regulation (npjt × rmt) -0.1185 0.0343
Inv. before sales × Regulation (exp(ajt)× rmt) 0.0088 0.0009

Panel B: Model prediction Observed Predicted
Mean Std. Mean Std.

No. product categories 3.8748 1.7494 3.9337 1.7652
Log of inventory before sales 2.2143 0.9656 2.2465 0.9898

Panel C: Value function approximation Median Q75 −Q25

Value function 180.255 129.218
Approximation error 2.39819E-6

NOTE: Panel A shows estimation results on the product variety adjustment cost specified in Section 3.2.
Local market regulation is measured as the number of PBL approvals divided by the population density.
Panel B shows the model prediction, whereas Panel C show the value function approximation (Section 3.2).
The value function is in million SEK. Standard errors are computed using subsampling.

(median 2.39E-6), which ensures consistency of the estimation of the dynamic model.

Long-run profits and the benefits of variety. Table 8 shows incumbents’ long-run profits,

adjustment costs, and benefits from adding one more product category. We present the results

for market types relevant for entry regulation and regional program policies: restrictive, liberal,

rural, and urban markets. First, the median long-run profits in restrictive markets are approx-

imately 30 percent higher than those in liberal markets, emphasizing that competition drives

profitability differences between markets with contrasting regulations. The median long-run

profits in urban markets are approximately two times higher than those in rural markets. The

difference in long-run profits between a store in the 90th percentile and one in the 10th per-

centile is over 190 M SEK in restrictive and urban markets, which is larger than the difference in

liberal and rural markets. Second, the median product category adjustment cost is 15 percent

higher in restrictive than in liberal markets. Urban markets have a 46 percent higher product

variety adjustment cost than rural markets. A store in the 90th percentile has 3.3–5.1 M SEK

higher adjustment cost than a store in the 10th percentile. Restrictive markets have the largest

dispersion in adjustment costs of product variety.

Third, by solving the store’s dynamic optimization problem, we compute the increase in

long-run profits from offering one more product category, i.e., the incumbent’s long-run benefit

from offering an additional product category for sale. Table 8 shows that the median benefit of

increasing product categories varies from 0.185 to 0.221 M SEK. The median benefit of adding

variety is twenty percent higher in restrictive markets than in liberal markets. The median ben-
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Table 8: Stores’ long-run profits and the benefits of increasing product variety

Type of market

Rural Urban Restrictive Liberal

Q50 IQR Q50 IQR Q50 IQR Q50 IQR
Value function 94.777 161.745 190.593 190.541 207.481 208.301 159.282 178.156
Adjustment cost 1.141 3.272 1.668 4.907 1.668 5.050 1.449 4.275
Benef. of variety 0.204 0.267 0.206 0.228 0.221 0.219 0.185 0.242

NOTE: Estimation of value function and adjustment cost in Section 3.2. All figures are in million SEK. Local
market regulation is measured as the number of PBL approvals divided by population density. Liberal (restrictive)
markets are defined as municipalities with a regulation measure above (below) the median. Rural (urban) mar-
kets are defined as municipalities with below-median (above-median) population. The incumbent’s long-run benefit
from offering an additional product category for sale is computed by solving the first-order condition of the store’s
dynamic optimization problem. IQR = Q90 −Q10. Q10, Q50, and Q90 are 10th, 50th, and 90th percentiles.

efit of adding variety is one percent lower in rural than in urban markets, reflecting less variety

for consumers in rural areas. Stores in rural markets have the highest dispersion in the long-run

benefit of adding one more product category. For example, the long-run benefits are approxi-

mately 0.3 M SEK higher for a store in the 90th percentile than for one in the 10th percentile.

The variation in the benefit of adding variety across incumbents in markets of different types is a

crucial component when we examine counterfactual regulatory and government subsidy designs.

5 Policy Evaluation: More Liberal Entry Regulation and Cost

Subsidies

We perform three counterfactual policy experiments. The first two counterfactuals increase

competitive pressure through more liberal entry regulation: approving one additional PBL

application in all markets (CF1) and doubling the number of observed PBL approvals (CF2).44

Understanding the consequences of these regulatory regimes is highly relevant for policymakers

who decide on entry regulations in local markets. The regulatory policies that we consider use

all channels through which entry regulations impact stores in our model.

That is, more liberal regulation reduces the adjustment cost of variety and improves future

productivity, which changes the benefit from repositioning. The store’s optimal product reposi-

tioning balances changes in the marginal adjustment sales and cost and changes in the expected

discounted future benefits from repositioning given the productivity improvements.

The third counterfactual (CF3) evaluates a cost subsidy that yields a zero marginal cost of

adding product categories. This experiment mimics existing subsidies for incumbents in rural

44In CF1, the markets without observed approved PBL applications in the data also receive

one approved PBL application.
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areas provided by the Swedish government. We subsidize adjustment costs at present without

incentivizing stores to improve their future productivity.45 We contrast the subsidy in CF3 with

the generous liberalization of entry in CF2.

We compare store-level outcomes before and after the hypothetical changes to entry regula-

tions and cost subsidies in local markets. To compute the outcomes of a hypothetical change,

we use the underlying primitives of the dynamic model and the estimated evolution of the state

variables (productivity and demand shocks) to solve for the incumbents’ number of product

categories, sales per product category, and value function (long-run profits) using the Bellman

equation. We report the average and standard deviation of changes in the incumbent’s number

of product categories (i.e., extensive margin), sales per product category (intensive margin),

store-level sales, inventory before sales, and the value function. We also report the share of

stores that adjust their number of product categories and product-category entry and exit rates

at the store level.46 The results are presented for the four market types: rural, urban, restrictive

and liberal markets.47 We particularly focus on markets with restrictive regulation and those

in rural locations, as a goal of policymakers is to equalize conditions across geographic regions

(Section 2).

More liberal entry regulation. The results presented in Table 9 show that the addition of

one PBL application approval leads to an increase in product category repositioning among in-

cumbents. Specifically, we observe a greater degree of repositioning among incumbents in rural

and liberal markets, with an increase of 9 percent. The standard deviation of product entry and

exit rates across the different market types is a crucial measure for our understanding of the

heterogeneous impact of more liberal entry regulations. Our findings show that the standard

45The incumbents’ short- and long-run profits are affected through changes in adjustment

costs, which also impact sales because stores reposition in product categories and inventory.

An alternative policy would be to change the price equilibrium, which affects stores’ optimal

decisions (product variety and inventory).
46Although data limitations prevent us from directly computing consumer welfare, the number

of product categories npjt and part of the demand shocks µjt associated with quality of the

shopping experience drive consumer surplus. We also do not compute the change in total welfare

although total welfare gains come from the changes in store surplus (profits) and consumer

benefits from the ability to access a wider product variety that are provided by the dynamic

model.
47Rural and urban markets are defined based on the total population. Restrictive markets

are those with below-median PBL approvals per population density and liberal otherwise.
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deviation of product entry rates is approximately 3 percentage points higher than that for exit

rates in three out of four market types. In these markets, the standard deviation of entry rates

is 8–9 percent, which is double the standard deviation observed in rural markets. This indicates

that there is less dispersion in product entry rates in rural areas than in markets of other types.

Our findings indicate that inventory before sales increases across all market types, with

larger increases in rural and restrictive markets. Product repositioning and new input choices

increase the intensive product-category margin. On average, the increase in sales per product

category is 2.6 percent in restrictive markets and 1 percent in rural markets. These results

suggest that incumbents benefit in the short run from the approval of one additional PBL ap-

plication. One possible reason for this is that incumbents can learn from the best practices of

new entrants, which may encourage agglomeration and attract consumers.

Table 9: Counterfactual experiments: More liberal entry regulations

Type of market

Rural Urban Restrictive Liberal

Mean Std Mean Std Mean Std Mean Std

Panel A: CF1 – One more approved PBL application in all markets

Stores with prod. adjust. 0.087 0.068 0.056 0.086
Product categ. entry rate 0.008 0.042 0.010 0.094 0.008 0.094 0.012 0.079
Product categ. exit rate 0.009 0.046 0.009 0.050 0.009 0.056 0.009 0.043
Inventory before sales 0.008 0.107 0.001 0.100 0.004 0.110 0.001 0.091
Sales 0.004 0.056 0.000 0.094 0.004 0.100 -0.002 0.074
Sales per product 0.008 0.079 0.014 0.297 0.026 0.371 0.000 0.093
Adjustment cost -0.010 0.255 0.009 0.369 0.018 0.391 -0.007 0.305
Value function -0.033 0.147 -0.012 0.081 -0.014 0.091 -0.018 0.103

CF2 – Double the number of approved PBL applications

Stores with prod. adjust. 0.059 0.087 0.061 0.104
Product categ. entry rate 0.005 0.038 0.015 0.099 0.006 0.039 0.021 0.122
Product categ. exit rate 0.009 0.050 0.009 0.054 0.008 0.055 0.010 0.053
Inventory before sales -0.001 0.125 0.001 0.120 0.009 0.138 -0.008 0.101
Sales -0.005 0.073 0.002 0.111 0.006 0.122 -0.005 0.085
Sales per product 0.001 0.097 0.017 0.387 0.029 0.436 0.000 0.244
Adjustment cost -0.067 0.292 -0.028 0.295 0.010 0.284 -0.079 0.299
Value function -0.151 0.808 -0.032 0.489 -0.076 0.560 -0.030 0.561

NOTE: Figures represent growth changes. Local market regulation is measured as the number of PBL ap-
provals divided by population density. Liberal (restrictive) markets are defined as municipalities with a regula-
tion measure above (below) the median. Rural (urban) markets are defined as municipalities with below-median
(above-median) population.

Stronger competitive pressure increases incumbents’ future productivity, but the product ad-

justment costs do not decrease sufficiently to induce an increase in the long-run profits (value

function). On average, the value function decreases by 3.3 percent in rural markets and up to 2

percent in the markets of other types. Despite the decrease in long-run profits, consumers bene-

fit from increased access to product variety and a refreshed product mix. These findings suggest
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that higher productivity and lower adjustment costs induce new product offerings when com-

petition increases. It is important to reiterate that a store’s reactions to changes in regulation

depend on changes in rivals’ productivity and demand shocks (i.e., oligopolistic competition).

In addition, regulatory changes affect a store’s sales and sales in the outside market, which

includes possible new entrants.

The findings on the doubling of approved PBL applications in CF2 are consistent with those

for CF1. The higher competitive pressure on incumbents in CF2 than in CF1 leads to increased

product category entry and exit, particularly in urban and liberal markets. Over 6 percent of

all stores in restrictive markets adjust their product-category mix, a slightly higher percentage

than in CF1. There is net entry of product categories in urban and liberal markets, whereas

there is net exit in rural and restrictive markets. Consumers in urban and liberal markets thus

benefit from more products. Product entry rates increase the most in markets with liberal

regulation. In contrast, there is net exit of product categories in rural and restrictive markets.

These findings suggest that consumers and incumbents in markets with limited demand are

punished when competition increases substantially. Restrictive markets need additional cost

reduction to sell more product categories.

The doubling of the number of PBL approvals in CF2 makes incumbents worse off (Table

9). Inventory adjusts to a larger extent, and incumbents keep more products in stock when

competitive pressure is high (e.g., in urban markets). There is a small decrease in demand for

inventory in rural and liberal markets, which can be related to better inventory management

due to improved productivity. Generous liberalization decreases incumbents’ long-run profits

across all market types, with the reduction being up to five times higher than that in CF1.

Although such liberalization promotes productivity and decreases the adjustment costs of va-

riety, it does not compensate for the loss in future sales to rival stores. As a result, intense

competition leads to a decrease in the store value function. Incumbents in rural and restrictive

markets are harmed the most under this policy design. The negative impact is most significant

for incumbents in rural and restrictive markets, where, on average, long-run profits decrease

by 15 percent and 8 percent, respectively. In comparison, the reduction in urban and liberal

markets is approximately 3 percent.

Cost subsidy. The last experiment, CF3, which subsidizes the marginal adjustment cost of
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product categories, sets the coefficient of the squared adjustment costs ϕ2 to zero. Table 10

shows that 10 percent of stores adjust their product categories in rural markets, which is approx-

imately 4 percentage points more than in CF2. The product entry rates are also substantially

higher in rural markets. Rural incumbents benefit the most from the subsidy, with an average

increase in long-run profits of 10 percent due to a better product-category mix and lower ad-

justment costs. The same holds for markets of other types, but to a lesser extent. Consumers

benefit from accessing more variety, especially in rural and restrictive markets. The findings

suggest that reducing “diseconomies of scope” is particularly favorable in markets where vari-

ety is sparser to begin with. When implementing such cost subsidies, however, the value of the

reduction in differences in product variety across regions has to be weighed against the costs

that the government must pay, which can be high.

Table 10: Counterfactual experiments: Cost subsidies

Type of market

Rural Urban Restrictive Liberal

Mean Std Mean Std Mean Std Mean Std

CF3 – Cost subsidy per product-category that varies with the number of product categories

Stores with prod. adjust. 0.097 0.065 0.054 0.088
Product categ. entry rate 0.014 0.063 0.008 0.057 0.007 0.047 0.011 0.067
Product categ. exit rate 0.009 0.046 0.007 0.040 0.005 0.035 0.010 0.046
Inventory before sales 0.005 0.075 0.003 0.090 0.004 0.098 0.002 0.075
Sales 0.002 0.025 0.001 0.073 0.003 0.063 0.000 0.070
Sales per product 0.002 0.064 0.004 0.087 0.003 0.076 0.005 0.090
Adjustment cost -0.224 0.211 -0.139 0.526 -0.145 0.431 -0.164 0.532
Value function 0.097 0.326 0.011 0.097 0.022 0.153 0.032 0.183

NOTE: Figures represent growth changes. Local market regulation is measured as the number of PBL ap-
provals divided by population density. Liberal (restrictive) markets are defined as municipalities with a regula-
tion measure above (below) the median. Rural (urban) markets are defined as municipalities with below-median
(above-median) population.

6 Conclusion

This paper assesses the impact of entry regulations on stores’ dynamic incentives to adjust

the product variety offered to consumers. An essential goal for policymakers is to ensure that

consumers enjoy access to products and services regardless of where they live. The appropriate

design of entry regulations and subsidies has been widely debated among policymakers and aca-

demics. However, remarkably little attention has been given to the impact of entry regulations

on the repositioning of product variety and inputs.

We use a dynamic model with multiproduct technology and store adjustment of product

categories and rich data to evaluate the long-run impact of different regulatory regimes in

Swedish retail. This research takes a first step toward understanding the role of entry regula-
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tions in shifting stores’ incentives to reposition their product variety, focusing on a new channel

of adjustment costs and on productivity and accounting for local market competition. We pay

attention to rural and restrictively regulated markets that raise policy concerns about equalizing

living conditions across geographic regions.

The empirical findings show that more liberal regulation decreases the variety adjustment

cost, increases productivity and spurs product-category repositioning. Stores in restrictive mar-

kets have the largest benefit from adding variety. Stores in rural markets have the lowest median

benefit from adding an additional product category, but they have the largest dispersion in the

long-run benefits, reflecting sparse variety in some rural markets.

Counterfactual policy experiments show that more liberal regulation of entry increases the

number of product categories on offer, especially in urban and liberal markets. We find evidence

of a new channel behind product repositioning whereby efficiency gains and cost reductions in-

centivize stores to offer more variety to consumers. A generous deregulation implies net exit

of product categories in markets with limited demand. Long-run profits decrease in all market

types as a result of stronger competition from a more liberal regulation.

A reduction in regional differences can be achieved by implementing policies that help fur-

ther reduce the cost of offering greater variety in rural and restrictive markets in addition to

increasing competitive pressure due to more liberal entry regulations. A subsidy per product

category for stores that utilize economies of scope induces high product-category entry rates.

Variety increases more in rural and restrictive markets than in urban and liberal markets. The

cost to the government of such a policy, which can be high, must be weighed against the value

of equalizing the differences across regions. Such subsidies are of interest to policymakers who

want to equalize regional differences.

Our findings provide new insights into product offerings, emphasizing a new mechanism

whereby efficient gains and adjustment costs drive product repositioning in a competitive con-

text. The dynamic framework with multiproduct technology is tractable, does not require price

data and can be broadly applicable to the many industries characterized by multiproduct firms.
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Online Appendix: Entry Regulations and Product

Variety in Retail

Florin Maican and Matilda Orth1

Appendix A: General properties of the multiproduct service

function

To simplify the notation, we omit the index of the firm and period and group the inputs into

the vector V. For example, in our empirical implementation, V = (L,K,A). We consider the

general service generating function:

F (Q,V) = G(Q)−H(V) = 0, (1-a)

where G(Q) = Qα̃1
1 ×· · ·×Q

α̃np
np exp(γ̃1Q1 + · · ·+ γ̃npQnp); H(V) = V β̃1

1 ×· · ·×V
β̃d
d exp(ω̃); Q is

the vector of service output; Qi is the i-th service output of the store, (i = 1, np); and Vj is the

j-th service input of the store, (j = 1, d). In what follows, we use i to index the service outputs

and j to index the inputs.

Assuming that the prices are given, the Lagrangian function of the profit maximization

problem at the store level is given by

max
V

L = P′Q−W′V − λF (Q,V), (2-a)
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where P and W are the vectors of output and input prices, respectively. The first-order condi-

tions (FOCs) under competition are

Pi − λFi = 0, i = 1, np

Wj + λFj = 0, j = 1, d
(3-a)

where Fi = ∂F/∂Qi and Fj = ∂F/∂Vj . The FOCs (3-a) imply that sign(λ) = sign(Fi) and

sign(λ) = −sign(Fj). The derivatives of the implicit function with respect to inputs and

outputs, i.e., Fi and Fj , are

Fi = G(Q)
(
α̃i
Qi

+ γ̃i

)
, i = 1, np

Fj = −H(V)
β̃j
Vj
, j = 1, d

(4-a)

The cross derivatives of the Lagrangian are the following: ∂2L/∂2λ = 0; ∂2L/∂λ∂Qi = −Fi;

∂2L/∂λ∂Vj = −Fj ; ∂2L/∂Qi∂Qi′ = −λFii′ ; ∂2L/∂Vj∂Vj′ = −λFjj′ ; and ∂2L/∂Qi∂Vj = −λFij .

The determinant of the bordered Hessian matrix DL is given by

DL =

∣∣∣∣∣∣∣∣∣∣
∂2L
∂λ∂λ

∂2L
∂λ∂Qi

∂2L
∂λ∂Vj

∂2L
∂Qi∂λ

∂2L
∂Qi∂Qi

∂2L
∂Qi∂Vj

∂2L
∂Vj∂λ

∂2L
∂Vj∂Qi

∂2L
∂Vj∂Vj′

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
0 −Fi −Fj

−Fi −λFii′ −λFij

−Fj −λFji′ −λFjj′

∣∣∣∣∣∣∣∣∣∣
, (5-a)

where the cross derivatives of the elements of the block matrices of The determinants of the

Hessian matrix are as follows:

Product-product: Fii =
F 2
i

G(Q) −G(Q) α̃i
Q2
i
, i = 1, np

Product-product: Fii′ =
FiFi′
G(Q) , i 6= i′ i, i′ = 1, np

Input-input: Fjj = − F 2
j

H(V) +H(V)
β̃j
V 2
j
, j = 1, d

Input-input: Fjj′ = −FjFj′
H(V) , j 6= j′ j, j′ = 1, d

Product-input: Fij = 0, i = 1, np, j = 1, d.

(6-a)
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The second-order condition for profit maximization requires that the sign of the determinant of

the bordered Hessian matrix DL be (−1)np+d. To prove this, we rewrite the determinant DL as

DL =

∣∣∣∣∣∣∣
A B

C D

∣∣∣∣∣∣∣ , (7-a)

where A = 0 (1 × 1 matrix); B = [−Fi,−Fj ]
T (1 × (np + d)); C = [−Fi,−Fj ] ((np + d) × 1);

and

D =

 −λFii′ 0

0 −λFjj′

 .
Using Schur complement decomposition, we have that

DL = det(D)det(A−BD−1C). (8-a)

Because the matrix D is diagonal, its inverse is given by

D−1 = (−λ)−1

 F−1
ii′ 0

0 F−1
jj′

 , (9-a)

and the determinant of D is

det(D) = (−1)−(np+d)(λ)−(np+d)det(Fii′)det(Fjj′). (10-a)

The product BD−1C can be rewritten as as

BD−1C = −λ−1[FT
i F−1

ii′ Fi + FT
j F−1

jj′Fj ]. (11-a)

Therefore,

det(A−BD−1C) = (λ)−1[FT
i F−1

ii′ Fi + FT
j F−1

jj′Fj ]. (12-a)

Thus, the determinant of the bordered Hessian matrix is given by

DL = (−1)−(np+d)(λ)−(np+d+1)det(Fii′)det(Fjj′)[F
T
i F−1

ii′ Fi + FT
j F−1

jj′Fj ]. (13-a)
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The block matrices Fii′ and Fjj′ have important properties that can be used to compute their

inverse and the determinant. The matrices Fii′ and Fjj′ can be written as

Fii′ =


F1F1
G(Q) · · · F1Fnp

G(Q)

...
. . .

...

FnpF1

G(Q) · · · FnpFnp
G(Q)

+


− α̃1

Q2
1
G(Q) · · · 0

...
. . .

...

0 · · · − α̃np
Q2
np
G(Q)


and

Fjj′ =


− F1F1
H(V) · · · − F1Fd

H(V)

...
. . .

...

− FdF1

H(V) · · · −FdFnp
H(V)

+


β̃1
V 2
1
H(V) · · · 0

...
. . .

...

0 · · · β̃d
V 2
d
H(V)

 .
We introduce new notations for the vectors of derivatives in outputs and inputs, i.e.,

uTi =

[
−F1

G(Q)
1
2
, · · · , −Fnp

G(Q)
1
2

]

uTj =

[
−F1

H(V)
1
2
, · · · , −Fd

H(V)
1
2

]

vTj =

[
F1

H(V)
1
2
, · · · , Fd

H(V)
1
2

]

F̃ii′ =


− α̃1

Q2
1
G(Q) · · · 0

...
. . .

...

0 · · · − α̃np
Q2
np
G(Q)



F̃jj′ =


β̃1
V 2
1
H(V) · · · 0

...
. . .

...

0 · · · β̃d
V 2
d
H(V)

 .

The cross-derivative matrices Fii′ and Fjj′ can be decomposed as

Fii′ = F̃ii′ + uiu
T
i

Fjj′ = F̃jj′ + ujv
T
j .

(14-a)
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Based on these decompositions, we can compute the inverses and determinants of Fii′ and Fjj′

using Sherman-Morrison formula, i.e.,

(F̃ii′ + uiu
T
i )−1 = F̃−1

ii′ −
F̃−1
ii′ uiu

T
i F̃−1

ii′

1 + uTi F̃−1
ii′ ui

(15-a)

(F̃jj′ + ujv
T
i )−1 = F̃−1

jj′ −
F̃−1
jj′ujv

T
j F̃−1

jj′

1 + vTj F̃−1
jj′uj

(16-a)

det(F̃ii′ + uiu
T
i ) = (1 + uTi F̃−1

ii′ ui)det(F̃ii′) (17-a)

det(F̃jj′ + ujv
T
j ) = (1 + uTj F̃−1

jj′uj)det(F̃jj′). (18-a)

The inverses of the diagonal matrices F̃ii′ and F̃jj′ are given by

F̃−1
ii′ =


− Q2

1
α̃1G(Q) · · · 0

...
. . .

...

0 · · · − Q2
np

α̃npG(Q)

 (19-a)

F̃−1
jj′ =


V 2
1

β̃1H(V)
· · · 0

...
. . .

...

0 · · · V 2
d

β̃dH(V)

 . (20-a)

We use the Sherman-Morrison formula to evaluate the terms FT
i F−1

ii′ Fi and FT
j F−1

jj′Fj , i.e.,

FT
i F−1

ii′ Fi = G(Q)
1
2 uTi

(
F̃−1
ii′ −

F̃−1
ii′ uiu

T
i F̃
−1
ii′

1+uTi F̃
−1
ii′ ui

)
uiG(Q)

1
2

= G(Q)
uTi F̃

−1
ii′ ui

1+uTi F̃
−1
ii′ ui

(21-a)

FT
j F−1

jj′Fj = −H(V)
1
2 vTj

(
F̃−1
jj′ −

F̃−1
jj′ujv

T
j F̃
−1
jj′

1+vTj F̃
−1
jj′uj

)
ujH(V)

1
2

= −H(V)
vTj F̃

−1
jj′uj

1+vTj F̃
−1
jj′uj

.
(22-a)

A-5



The terms uTi F̃−1
ii′ ui and vTj F̃−1

jj′uj can be computed as follows:

uTi F̃−1
ii′ ui =

[
−F1

G(Q)
1
2
, · · · , −Fnp

G(Q)
1
2

]
− Q2

1
α̃1G(Q) · · · 0

...
. . .

...

0 · · · − Q2
np

α̃npG(Q)




−F1

G(Q)
1
2

...

−Fnp
G(Q)

1
2


= −

∑np
i=1

1
α̃i

F 2
i Q

2
i

G(Q)2

vTj F̃−1
jj′uj =

[
F1

H(V)
1
2
, · · · , Fd

H(V)
1
2

]
V 2
1

β̃1H(V)
· · · 0

...
. . .

...

0 · · · V 2
d

β̃npH(V)




−F1

H(V)
1
2

...

−Fd
H(V)

1
2


= −

∑d
j=1

1
β̃j

F 2
j V

2
j

H(V)2
.

Therefore, we have

FT
i F−1

ii′ Fi = G(Q)
−
∑np
i=1

1
α̃i

F2
i Q

2
i

G(Q)2

1−
∑np
i=1

1
α̃i

F2
i
Q2
i

G(Q)2

FT
j F−1

jj′Fj = H(V)
−
∑d
j=1

1
β̃j

F2
j V

2
j

H(V)2

1−
∑d
j=1

1
β̃j

F2
j
V 2
j

H(V)2

.

(23-a)

The next step is to compute the determinants of Fii′ and Fjj′ , i.e.,

det(Fii′) = (1 + uTi F̃−1
ii′ ui)det(F̃ii′)

=
(

1−
∑np

i=1
1
α̃i

F 2
i Q

2
i

G(Q)2

)∏np
i=1

−α̃i
Q2
i
G(Q)

(24-a)

det(Fjj′) = (1 + vTj F̃−1
jj′uj)det(F̃ii′)

=

(
1−

∑d
j=1

1
β̃j

F 2
j V

2
j

H(V)2

)∏d
j=1

β̃j
V 2
j
H(V).

(25-a)

Replacing expressions (10-a), (12-a), (23-a), (24-a), and (25-a) in (8-a), we have

DL = λ(−λ)−(np+d+2)
(

1−
∑np

i=1
1
α̃i

F 2
i Q

2
i

G(Q)2

)(∏np
i=1

−α̃i
Q2
i
G(Q)

)
×

(
1−

∑d
j=1

1
β̃j

F 2
j V

2
j

H(V)2

)(∏d
j=1

β̃j
V 2
j
H(V)

)
×

G(Q)
−
∑np
i=1

1
α̃i

F2
i Q

2
i

G(Q)2

1−
∑np
i=1

1
α̃i

F2
i
Q2
i

G(Q)2

−H(V)
−
∑d
j=1

1
β̃j

F2
j V

2
j

H(V)2

1−
∑d
j=1

1
β̃j

F2
j
V 2
j

H(V)2

 ,
(26-a)
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where
F 2
i Q

2
i

G(Q)2
= (α̃i + γ̃iQi)

2 and
F 2
j V

2
j

H(V)2
= β̃2

j . We simplify the expression for DL by introducing

new notations for each term, i.e.,

T1 =
(

1−
∑np

i=1
1
α̃i

F 2
i Q

2
i

G(Q)2

)
T2 =

(∏np
i=1

−α̃i
Q2
i
G(Q)

)
T3 =

(
1−

∑d
j=1

1
β̃j

F 2
j V

2
j

H(V)2

)
T4 =

(∏d
j=1

β̃j
V 2
j
H(V)

)
T5 =

G(Q)
−
∑np
i=1

1
α̃i

F2
i Q

2
i

G(Q)2

1−
∑np
i=1

1
α̃i

F2
i
Q2
i

G(Q)2

−H(V)
−
∑d
j=1

1
β̃j

F2
j V

2
j

H(V)2

1−
∑d
j=1

1
β̃j

F2
j
V 2
j

H(V)2


=

− G(Q)

1−
∑np
i=1

1
α̃i

F2
i
Q2
i

G(Q)2

+ H(V)

1−
∑d
j=1

1
β̃j

F2
j
V 2
j

H(V)2

 .
Lemma 1: In the general case of the transcendental service production function with np

outputs and d inputs, the determinant of the bordered Hessian matrix of the profit maximization

problem is given by

DL = (−1)(np+d)(λ)−(np+d+1)T1T2T3T4T5. (27-a)

PROOF:

This finding results directly from equation (26-a).�

In what follows, we provide a general result on the restrictions of the coefficients of transcen-

dental multiproduct functions that are required to satisfy the profit maximization conditions.

This result is a generalization of Mundlak’s (1964) result in the case of two outputs and two

factor inputs.

Theorem 1: Consider a general service generating function

F (Q,V) = G(Q)−H(V) = 0 (28-a)

where G(Q) = Qα̃1
1 × · · · ×Q

α̃np
np exp(γ̃1Q1 + · · ·+ γ̃npQnp); H(V) = V β̃1

1 × · · · × V
β̃d
d exp(ω̃); Qi

is the i-th service output of the store, (i = 1, np); and Vj is the j-th service input of the store,

(j = 1, d). If the parameters satisfy the following conditions:
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(a) α̃i < 0 for all i = 1, np;

(b) β̃j > 0 for allj = 1, d

Then, the condition for profit maximization is satisfied.

PROOF:

We consider λ > 0 and an increasing returns to scale industry, i.e.,
∑np

i=1 β̃j ≥ 1. We assume

that λ > 0. The FOCs for maximizing profit imply that Fi > 0 and Fj < 0, i.e.,

(
α̃i
Qi

+ γ̃i

)
> 0, i = 1, np (29-a)

β̃j
Vj

> 0, j = 1, d. (30-a)

In other words, we have

γ̃i >

∣∣∣∣ α̃iQi
∣∣∣∣ , i = 1, np (31-a)

β̃j > 0, j = 1, d. (32-a)

The FOC (31-a) excludes the possibility that γ̃i = 0 for all i.2 This implies that T1 > 0, T2 > 0,

and T4 > 0. The term T5 < 0 because T3 < 0 and T2 > 0, i.e., T5 is a sum of two negative num-

bers. Therefore, the sign of the determinant of the bordered Hessian matrix DL is (−1)np+d,

which is the second-order requirement for profit maximization.�

Proposition 1: If the service function is simple Cobb-Douglas in outputs (γ̃i = 0 for all i)

and inputs and the first-order conditions are satisfied, then the optimal service quantity Q∗ is

sold at the minimum cost, and any inputs V∗ yield minimum revenues. The profit π(Q∗, V ∗)

at point (Q∗, V ∗) is a saddle point

π(Q∗, V ) ≤ π(Q∗, V ∗) ≤ π(Q,V ∗).

PROOF:

If γ̃i = 0 for all i, then from the FOC (29-a) we have that α̃i > 0 for all i. In this case, sign(T2) =

2If γ̃i = 0 for all i then α̃i > 0 for all i (see Proposition 1).
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(−1)np, and sign(DL) is different from (−1)1 (condition for minimum) and (−1)(np+d) (condi-

tion for maximum).�

A direct consequence of Proposition 1 is that when the inputs V produce minimum revenues

and the first-order conditions are satisfied, then the profit can be maximized by a selection of

products, i.e., a corner solution. This problem does not exist in the case of a single product.

Proposition 2: The conditions α̃i < 0 and γ̃i > 0 for all i are not the only second-order

conditions for profit maximization.

PROOF:

This result is also a direct consequence of Theorem 1. Note that the result in Theorem 1 holds

that some α̃i can be positive and, in this case, the corresponding γ̃i can be set to zero, which

can be useful to reduce the number of parameters.�

Product (factor) substitution. Using the total differentiation of the service-generating

function, we obtain the marginal rate of product (factor) substitution, i.e.,

Product-factor: dQi
dVe

= −Fe
Fi
> 0

Factor-factor:
dVe′
dVe

= − Fe
Fe′

< 0

Product-Product : dQi
dQe′

= −Fi′
Fi
< 0.

(33-a)

To evaluate the convexity of the different marginal rates of substitution, we compute the

second derivatives, i.e.,

Product-factor: d2Qi
dV 2
j

= −Fjj
Fi

Factor-factor:
d2Vj′

dV 2
j

= −Fjj
Fj′

+
FjFj′j
F 2
j′

Product-Product : d2Qi
dQ2

i′
= −Fi′i′

F 2
i

+
Fii′
Fi′
,

(34-a)
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where

Fjj = H(V)
V 2
j
β̃j(1− β̃j)

Fi = G(Q)
(
α̃i
Qi

+ γ̃i

)
Fjj
Fj′

=
Vj′
Vj

β̃j
β̃j′

(β̃j − 1)

FjFj′j
F 2
j′

=
β̃2
j

V 2
j

1
β̃j′

−Fi′i′
F 2
i

+
Fii′
Fi′

= G(Q)
α̃i′
Qi′

1(
α̃i
Qi

+γ̃i

) .

(35-a)

In the case of Cobb-Douglas in inputs 0 < β̃j < 1,

Product-factor: d2Qi
dV 2
j
< 0

Factor-factor:
d2Vj′

dV 2
j
> 0,

(36-a)

which implies that the product-factor rate of substitution is a concave function (Figure A.1.

(a)), and the factor-factor rate of substitution is convex (Figure A.1. (b)). The properties of

the product-product rate of substitution depend on γ̃i, i.e.,

d2Qi
dQ2

i′
= G(Q)

α̃i′

Qi′

1(
α̃i
Qi

+ γ̃i

) . (37-a)

If γ̃i = 0 then from the first-order condition, we have α̃i > 0, which yields d2Qi/dQ
2
i′ > 0.

Therefore, γ̃i = 0 implies that the product-product rate of substitution is a convex function

(Figure A.1. (c)). If γ̃i > 0, then from the first-order condition, we have α̃i < 0, which yields

d2Qi/dQ
2
i′ < 0. In this case, the product-product rate of substitution is a concave function (AB

curve in Figure A.1. (c)).

Figure A.1: Marginal rate of product (factor) substitution

A-10



Appendix B: Sales-generating function

This appendix presents the derivation of the sales-generating function using multiproduct service

technology and a demand system. The main aim is to develop a multiproduct sales function

and identify its parameters. Separately identifying the coefficients of production technology and

demand without price data is beyond the scope of this paper.

The multiproduct service technology is given by

npjt∑
i=1

α̃iqijt + α̃yYjt = β̃lljt + β̃kkjt + β̃aajt + ω̃jt + ũpjt, (38-a)

where qijt is the logarithm of the quantity of product category i sold by store j in period t, Yjt

denotes the total sales of store j in period t, ljt is the logarithm of the number of employees,

kjt is the logarithm of the capital stock, ajt is the logarithm of the sum of the inventory level

at the beginning of period t (njt) and the products bought during period t, and ũpjt are i.i.d.

remaining service output shocks. Variable npjt denotes the number of products (categories) of

store j.3

We use a CES demand system to obtain an expression for the logarithm of the price of

product category i (pijt), i.e., pijt = − 1
σ (qijt − q0t) + x′ijt

β̃x
σ + σa

σ ajt + 1
σ µ̃ijt. Multiplying the

logarithm of price by α̃i and summing over store j’s product categories, we obtain the following

expression:

npjt∑
i=1

α̃ipijt = − 1

σ

npjt∑
i=1

α̃iqijt +
1

σ

npjt∑
i=1

α̃iq0t +

npjt∑
i=1

α̃ix
′
ijt

β̃x
σ

+
σa
σ

npjt∑
i=1

α̃iajt +
1

σ

npjt∑
i=1

α̃iµ̃ijt. (39-a)

The logarithm of sales per product category is yijt = qijt + pijt. To obtain an expression

for sales per product category, we sum up the expressions (38-a) and (39-a):
∑npjt

i=1 [α̃iyijt +(
1− 1

σ

)
α̃yYjt] =

(
1− 1

σ

)
[β̃lljt + β̃kkjt + β̃aajt] + 1

σ

∑npjt
i=1 [α̃iq0t] +

∑npjt
i=1 [α̃ix

′
ijt

β̃x
σ ] + σa

σ

∑npjt
i=1 [

α̃i]ajt + 1
σ

∑npjt
i=1 α̃iµ̃ijt + (1 − 1

σ )ω̃jt + (1 − 1
σ )ũpjt. The logarithm of the aggregate quan-

tity of the outside option q0t can be written as q0t = c̃ijqi0t, where c̃ij > 1 and qi0t is

the logarithm of the quantity of product category i that is sold by stores in the outside

3As we mention in the main text, we have information only on product categories in the

empirical application.
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option.4 Thus, we can write
∑npjt

i=1 [α̃iq0t] =
∑npjt

i=1 [α̃ic̃ijqi0t]. Using qi0t = yi0t − pi0t, we

obtain
∑npjt

i=1 [α̃iq0t] =
∑npjt

i=1 [α̃ic̃ij(yi0t − pi0t)]. Because c̃ij > 1, there exist sij < 1 and

cj > 1 such that
∑npjt

i=1 α̃ic̃ij = cj and
∑npjt

i=1 sij = 1. Therefore, we obtain
∑npjt

i=1 [α̃iq0t] =

cj(
∑npjt

i=1 sijyi0t−
∑npjt

i=1 sijpi0t) = cj(ỹ0jt− p̃0jt) = cjy0jt ≡ yot, where ỹ0jt are the weighted sales

of the product categories of store j that are sold in the outside option; p̃0jt is a weighted price

index; y0jt are the deflated sales of the product categories of store j that are sold in the outside

option; and yot denotes outside option sales in the local market. We measure yot by the total

sales of stores in the outside option. Most importantly, for any store j, we can write the term of

the outside option as in terms of the total sales of the outside option in the multiproduct sales

function. If there are no stores in the outside option, yot represents total sales in the market.

The next step is to regroup the remaining coefficients and determine how they are affected

by σ. We denote βq ≡ 1/σ, βl ≡ (1 − 1
σ )β̃l, and βk ≡ (1 − 1

σ )β̃k. As we mention in the

main text, we are unable to identify the impact of inventory separately on demand and supply

without additional assumptions. Therefore, we sum the net impact of inventory on sales under

parameter βa, i.e., we denote (1 − 1
σ )βa ≡ (1 − 1

σ )β̃a + σa
σ

∑npjt
i=1 α̃i. Furthermore, to shorten

the notation, we denote βa ≡ (1 − 1
σ )βa. Because ajt is part of both the supply and demand

equations, we are unable to separately identify β̃a and σa. In other words, we can identify

only the net effect βa. In our case, xijt includes only market variables, and therefore, we de-

note βx ≡
∑npjt

i=1 α̃iβ̃x and βx ≡ βx/σ. We also denote by ωjt ≡ (1 − 1/σ)ω̃jt a measure of

revenue (sales) productivity and refer to it as simple store productivity in what follows. Ad-

ditionally, µjt is a weighted sum of all unobserved product demand shocks at the store level,

determined as µjt ≡ (1/σ)
∑npjt

i=1 α̃iµijt and measures store j’s specific demand shocks in period

t, and upijt are i.i.d. remaining shocks to sales that are mean-independent of all control vari-

ables and store inputs. Using this notation, we can write the multiproduct sales function as∑npjt
i=1 [α̃iyijt +

(
1− 1

σ

)
α̃yYjt] = βlljt + βkkjt + βaajt + βqyot + x′jtβx + ωjt + µjt + upijt.

The combination of the service technology and simple CES demand yields an expression

for the sales technology where the left-hand-side is a linear combination of sales per product

category and the right-hand side is a linear combination of store inputs, local demand shifters,

store revenue productivity, and demand shocks. This relationship solves the aggregation prob-

lem across different products. How many output parameters α̃i we can identify depends on

4Note that store j sells few product categories, and therefore cij > 1.
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the available data on products (categories) and the variation across stores. If there is large

heterogeneity in products offered for sale across stores, we need to reduce the number of pa-

rameters α̃i such that can be identified. By choosing only stores that sell similar products, we

induce a selection problem. As a result, even if we estimate many technology parameters, the

overall inference of the empirical exercise might be biased. In our Swedish data, there is sub-

stantial heterogeneity in the product categories that stores offer for sale. Thus, since we solve

the multiproduct aggregation problem across product categories using sales instead of quantity,

we rewrite the linear expression for product sales to reduce the number of parameters. In other

words, we focus on sales of product category i and sales of other product categories. To obtain

an estimable product sales equation that includes the logarithm of sales of product category i,

yijt, and the logarithm of sales of other product categories inside the store y−ijt, we rewrite the

linear sum of product category sales
∑npjt

i=1

[
α̃iyijt +

(
1− 1

σ

)
α̃yYijt

]
≡ αiyijt + αyy−ijt. Using

new transformations, we can rewrite the sales of product category i as5

yijt = −αyy−ijt + βlljt + βkkjt + βaajt + βqyot + x′jtβx + ωjt + µjt + upijt, (40-a)

which is the equation we estimate in the main text.

In summary, it is important to discuss several aspects of the identification of the multi-

product technology. First, we focus on developing a simple multiproduct setting that does not

require detailed product data and that can be used to analyze trends and the impact of policies

in local markets. Second, we need product prices to identify the initial quantity weights α̃i and

variation in other product characteristics. Most important, in empirical settings, even if we

have access to detailed product data and prices, we need data over a long period to consistently

identify α̃i (solving a system of equations at the firm/store level). In our setting, the scope

parameter αy in the multiproduct sales-generating function (40-a) includes the sum of weights

α̃i. In other words, αy provides information on the economies of scope in the store based on

supply-side information (the multiproduct service frontier) and demand (elasticity of substitu-

tion).

Logit demand for homogeneous consumers. For a better understanding of the demand

specification, we show the derivation of the well-known equation of logit demand for homoge-

5We normalize αi = 1.
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neous consumers from a CES demand system (see, e.g., Anderson et al., 1987; Verboven, 1996;

Anderson and De Palma, 2006; and Dube et al., 2020). This derivation helps provide an under-

standing of the form of the price equation (39-a). We assume that consumers are homogeneous

and have CES preferences over differentiated products and services i ∈ {1, · · · , npj} of store j,

and the utility function is given by

U({Qijt,xijt, µijt, zijt, ηijt}i=1,npj
) :=

(npj∑
i=1

κ(xijt, µijt, zijt, ηijt)
1
σQ

σ−1
σ

ijt

) σ
σ−1

, (41-a)

where κ(xijt, µijt, zijt, ηijt) is the kernel quality function (Dube et al., 2020). The terms xijt and

zijt are the observed determinants of the intensive and extensive margins of the utility function

when consumers buy product i. They might include common variables, and zijt includes at

least one component that is not part of xijt. Variables µijt and ηijt are determinants of the

intensive and extensive margins of utility and are unobservable by the researcher. The quality

function κ(·) allows us to separate intensive and extensive margins and to accommodate a zero

market share (Dube et al., 2020).

The optimization problem for the representative consumer is given by

maxQijt,i=1,npj

(∑npj
i=1 κ(xijt, µijt, zijt, ηijt)

1
σQ

σ−1
σ

ijt

) σ
σ−1

s.t.
∑npj

i=1 PijtQijt = bt

(42-a)

The solution of this optimization problem gives us the demand function (Qijt) and the individ-

ual choice probability (πijt), which is the CES demand system with observed and unobserved

product characteristics, i.e.,

Qijt =
κ(xijt,µijt,zijt,ηijt)P

−σ
ijt∑npj

h=1 κ(xhjt,µhjt,zhjt,ηhjt)P
1−σ
hjt

bt

πijt =
κ(xijt,µijt,zijt,ηijt)P

−σ
ijt∑npj

h=1 κ(xhjt,µhjt,zhjt,ηhjt)P
−σ
hjt

(43-a)

The elasticity of substitution σ is globally identified for the set of products with positive individ-

ual choice probabilities, i. e., πijt > 0. The reason is that system {πijt} satisfies the connected

substitutes condition provided by Berry et al. (2013), i.e., it is invertible.

The choice of the exponential kernel quality has key implications for the identification of
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the demand system. For xijt = zijt and zijt being exogenous for all i, µijt = ηijt, πijt>0 for all

i, and we do not need any exclusion restriction to identify the demand system. In this case, the

logarithm of the ratio of individual choice probabilities of product j and the outside option (or

numeraire) if we normalize x0jt = 0, µ0jt = 0, and κ(xijt, µijt) = exp(x′ijtβx +µijt) is given by6

ln(πijt)− ln(π0jt) = −σln(Pijt) + x′ijtβx + µijt. (44-a)

Equation (44-a) is a logit demand system for homogeneous consumers, which can be written in

terms of quantity

qijt − q0jt = −σpijt + x′ijtβx + µijt. (45-a)

B.1: Monte Carlo simulation

The multiproduct technology is estimated at the product level assuming the same production

technology across products. We focus on a simple specification and assume perfect competition;

Therefore, we choose yijt = αyy−ijt + βlljt + βkkjt +ωjt + ujt. We consider 1,000 stores and set

βl = 0.6, βk = 0.4, and αy = −0.85. Most of our simulation settings are similar to those used by

the previous literature on production functions (Ackerberg et al., 2015). Productivity follows an

AR(1) process (ωjt = ρωjt−1 + ξjt) with persistence ρ = 0.7. Productivity is simulated to have

constant variance over time (standard deviation 0.3). Wages wjt follow an AR(1) process with

persistence ρw = 0.3 and are simulated to have constant variance over time (standard deviation

0.3). Labor is simulated using the first-order condition of static profit maximization. Capital

stock is constructed using the perpetual inventory method Kjt = (1− 0.2)Kjt−1 + Ijt−1.7 The

number of years (periods) is 10, and all variables are used in the steady state.8

To estimate αy, βl and βk, we use a two-step estimator with labor demand as a proxy

for store productivity. The identification of (αy, βl, βk) is based on the moment conditions

E[ξjt|y−ijt−1, ljt−1, kjt] = 0 and the GMM estimator. Table B.1 shows the estimates of the

6The reason is that ln(πijt)− ln(π0jt) = −σln(Pijt) + ln(κ(xijt, µijt))− ln(κ(x0jt, µ0jt)).
7Investment is simulated based on a policy function that is increasing the in-store’s state

variables, i.e., ijt = 0.2 + 0.3ωjt + 0.1kjt. For robustness, we used a nonlinear specification

ijt = 0.2 + 0.3ωjt + 0.1kjt + 0.01ω2
jt + 0.01k2

jt − 0.004ω3
jt − 0.006k3

jt. However, because there are

no substantial changes in the main findings, we show the results with the linear specification.
8We consider 100 warm-up simulations before simulating the data sets.
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single- and multioutput technology based on 1,000 Monte Carlo simulations. For multiprod-

uct technology, each store has three products, and their outputs are obtained by solving the

nonlinear system of equations for each store in each period. The findings in Table B.1 show

that we identify the parameters without bias when the DGPs are the true ones (single- and

multiproduct DGPs), even if the estimation uses nonparametric labor demand and the data are

generated using parametric labor demand.

Table B.2 shows the bias in the labor and capital coefficients of a single-output technol-

ogy when the true DGP is a multioutput technology with three products. The results show a

downward-biased labor coefficient (a decrease from 0.6 to 0.49) and an upward-biased capital

coefficient (an increase from 0.4 to 0.542). These biases that translate into a large productivity

bias are generated by the omission of the tradeoff between producing one product or different

products with the same resources that affect the aggregate output. In a multiproduct setting,

the productivity difference between two stores using the same inputs is generated by the choice

of product mix. 3500

Table B.1: Estimation of single and multiproduct production function using two-step estimator

DGP: Single-product DGP: Multi-product

Estim. Std. Estim. Std.

Log of labor (βl) 0.599 0.008 0.601 0.026
Log of capital (βk) 0.400 0.005 0.401 0.031
Log of other products (αy) -0.854 0.078

NOTE: Source: Maican and Orth (2019). The two-step estimator uses non-
parametric labor demand function to proxy for productivity. Reported standard
errors are computed based on 1000 simulations. Monte Carlo simulations use
βl = 0.6, βk = 0.4, αy = −0.85. Single-product function is estimated at the firm
level. Multi-product function is estimated at the product level assuming the same
production technology across products. The number of firms is 1000. For the mul-
tiproduct DGP, the number of products for each firm is 3. Labor is simulated using
first-order condition profit maximization. Investment is simulated based on pol-
icy function that is increasing in the state variables. Capital stock is constructed
using perpetual inventory method Kjt = (1 − 0.2)Kjt−1 + Ijt−1. Productivity
follows an AR(1) process with the persistence ρ = 0.7 and it is simulated to have
constant variance over time (standard deviation 0.3). Wages follow an AR(1) pro-
cess with the persistence ρ = 0.3 and it is simulated to have constant variance over
time (standard deviation 0.3). The number of years is 10 (all variables are used
in steady state).
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Table B.2: Estimation of single output production when DGP is a multiproduct production function

Estim. Std.

Log of labor (βl) 0.490 0.004
Log of capital (βk) 0.542 0.002

Distribution of productivity bias

Q25 Q50 Q75

-0.085 0.116 0.322

NOTE: Source: Maican and Orth (2019). The two-step estimator
uses non-parametric labor demand function to proxy for productivity.
Reported standard errors are computed based on 1000 simulations.
Monte Carlo simulations use βl = 0.6, βk = 0.4, αy = −0.85. Single-
product function is estimated at the firm level. Multi-product func-
tion is estimated at the product level assuming the same production
technology across products. The number of firms is 1000. For the
multiproduct DGP, the number of products for each firm is 3. Labor
is simulated using first-order condition profit maximization. Invest-
ment is simulated based on policy function that is increasing in the
state variables. Capital stock is constructed using perpetual inven-
tory method Kjt = (1 − 0.2)Kjt−1 + Ijt−1. Productivity follows an
AR(1) process with the persistence ρ = 0.7 and it is simulated to have
constant variance over time (standard deviation 0.3). Wages follow
an AR(1) process with the persistence ρ = 0.3 and it is simulated to
have constant variance over time (standard deviation 0.3). The num-
ber of years is 10 (all variables are used in steady state).

Appendix C: Additional discussion on identification and exten-

sions

Invertibility conditions with two unobservables. The general labor demand and inventory

functions that arise from the stores’ dynamic optimization problem are

ljt = l̃t(ωjt, µjt, kjt, njt, wjt)

ajt = ãt(ωjt, µjt, kjt, njt, wjt).
(46-a)

The main aim is to recover ωjt and µjt using this system of equations. The conditions required

for identification can be grouped as follows: (i) general conditions that the policy functions of

the dynamic programming problem have to satisfy; (ii) conditions that the system of equations

should satisfy to have a unique solution. In what follows, we discuss these conditions.

First, strict monotonicity guarantees inversion in the case of a single policy function and

unobservable factor (Olley and Pakes, 1996). To back out ωjt and µjt, i. e., the policy functions

l̃t(·) and ãt(·) must be strictly monotonic in ωjt and µjt, which holds under mild regularity

conditions on the dynamic programming problem (Pakes, 1994). The static profits are assumed

to be strictly increasing in ωjt, µjt, and kjt and continuously differentiable in these variables.
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Another condition is the supermodularity of the static profits with respect to ωjt and µjt, i.e.,

the impact of productivity on profits is increasing in µjt. In other words, stores with large

demand shocks experience larger increase in profits due to productivity. This assumption is

not restrictive since stores that experience large demand shocks to increase their productivity

to satisfy demand. Furthermore, static profits are assumed to be supermodular with respect to

ωjt (µjt) and kjt, i.e., the marginal product of capital is increasing in productivity and demand

shocks. This condition can also be interpreted as follows: stores with larger capital stock have

higher profits due to an increase in productivity or demand shocks. All these conditions (strict

monotonicity and supermodularity) on static profits yield that value and policy functions are

strictly increasing in ωjt, µjt, and kjt (Pakes, 1994).

Second, we discuss the general properties that must be satisfied by the labor demand (l̃(·))

and inventory (ã(·)) functions such that the system (46-a) has a unique solution. This system

can be solved for ωjt and µjt in terms of kjt, njt, ljt, wjt, and ajt when certain partial derivatives

are continuous, and the 2× 2 Jacobian determinant ∂(l̃, ã)/∂(ω, µ) is not zero. In other words,

the ratios between the impact of ω and µ on the investment and inventories should not be

the same, i.e., (∂l̃/∂ω)/(∂l̃/∂µ) 6= (∂ã/∂ω)/(∂ã/∂µ). Therefore, this condition requires that

productivity and demand shocks have a different impact on investment and inventory, and the

relative impact is not the same.

We apply the implicit function theorem to prove the invertibility of the system (46-a). In

our case, points in (2 + 5)-dimensional space R2+5 can be written in the form of (x; b), where

x = (ω, µ) and b = (k, n, l, a, w). We can rewrite the system as f1(x; b) = 0 and f2(x; b) = 0

or simply as an equation F (x; b2) = 0. To understand the invertibility of the policy functions,

we need to know when the relation F (x; b) = 0 is also a function. In other words, what the

conditions are such that F (x; b) = 0 can be solved explicitly for b in terms of x, obtaining a

unique solution. Theorem C.1 (the implicit function theorem) provides the conditions that for

a given point (x0,b0) such that F (x0,b0) = 0 there exists a neighborhood of (x0,b0) where the

relation F (x; b) = 0 is a function.

Theorem C.1. Let f = (f1, f2) be a vector of functions defined on the open set S in R2+5 with

values in R2. Suppose that f ∈ C ′ on S. Let (x0; b0) be a point in S for which f(x0,b0) = 0 and

for which the 2× 2 Jacobian determinant ∂(f1, f2)/∂(ω, µ) is not zero at (x0,b0). Then, there
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exists a 5-dimensional open set B0 such that includes b0 and one and only one vector-based

function g defined on B0 and having values in R2 such that

(i) g ∈ C ′ on B0

(ii) g(b0) = x0

(iii) f(g(b); b) = 0 for every b in B0.

PROOF: This theorem is, in fact, the implicit function theorem applied in our case. The general

proof of the theorem can be found in Apostol (1974).

Alternative identification for economies of scope parameter. There is an alternative

identification strategy for the scope parameter αy that fully endogenizes product-category sales

in the estimation. That is, we can solve the system of output equations for each store instead

of using the previous output of other product categories as an instrument. This is similar to

the counterfactual experiments where we solve the system of output equations for each store.

However, this estimator is computationally demanding because it requires solving the system of

equations for each store-year observation and a new set of model parameters using fixed-point

iteration. Monte Carlo experiments show no main advantages of this alternative estimator over

the above IV identification strategy when stores use the same sales technology for their product

categories.

Endogeneity of regulation. Because stores cannot influence or form expectations about the

future stringency of regulation, we follow a two-step estimation procedure to alleviate endogene-

ity concerns regarding regulation. Our estimation accounts for the possible endogeneity of the

regulation measure. We model the structure of supply and demand shocks and use many exoge-

nous local market characteristics as controls in the first stage. Entry regulation is exogenous in

the productivity process such that individual stores do not affect the outcome of regulation or

form expectations about the stringency of future regulation. The nature of the semiparametric

model helps address the possible concerns related to endogeneity of regulation when evaluating

its impact on productivity. Removing the effect of local market characteristics from the sum of

demand and production shocks in the first step reduces endogeneity concerns when estimating

the productivity process. If productivity shocks ξjt are correlated with the previous stringency

of regulation, we can identify the coefficient of rmt−1 by using an instrument. Our instrument

needs to be correlated with regulatory stringency but unrelated to shocks in productivity ξjt.
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In the data section, we discuss the endogeneity of entry regulation using the IV approach and

three instruments (Table 3).

Alternative demand specification. Our main empirical results are not driven by demand.

assumption (the general form of the sales-generating function remains the same when allowing

for nests) and are supported by various simple descriptions and reduced-form specifications (see

Section 2).

The simple demand approach in Section 3.1 has a key benefit: CES preferences generate

the same demands as would be obtained from aggregating many consumers who make discrete

choices regarding in what store to shop. However, CES preferences impose a specific structure

on demand, which is restrictive. Nevertheless, our model is rich on the supply side, and the

form of our multiproduct sales-generating function (5) is also consistent with a demand speci-

fication that allows for rich substitution patterns, e.g., a constant expenditure specification in

an aggregate nested logit model where price enters in log form. This is because in a constant

expenditure specification, we use the volume of sales for each product category, which allows us

to aggregate products when using the multiproduct function (3).9 In a nested demand model,

consumers choose stores and then products within a store. In this case, the output and input

parameters depend on the nest parameter(s), and the scope parameter αy includes information

about product correlation in the nests at the store level. We use the simple CES specification

in the estimation because we do not focus on a specific product category in the empirical ap-

plication (e.g., yogurt), and we have high heterogeneity on the supply side in the data.

The relationship with other multiproduct estimators. Our model uses product output

shares and store inputs from the data. There are also alternative estimators that estimate and

use input shares to study the multiproduct case. In contrast to many alternative multiprod-

uct estimators, we explicitly model economies of scope in the technology and endogenize the

number of products. Our model is closely related to De Loecker et al. (2016), even if their

method estimates input shares to construct a single-product technology. As in De Loecker et

al. (2016), we have separability in inputs and outputs in the production technology and model

firm/store productivity and not product-firm productivity.10 In the retail context, it is difficult

9All technical derivations are available from the authors upon request. A constant expendi-

ture specification allows consumers to buy more than one product (Verboven, 1996).
10See also Valmari (2016), Orr (2022), and Dhyne et al. (2023).
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to define a meaningful measure of product-store productivity. Using the aggregation over inputs

and outputs, we can shows that there is a direct relationship between the input shares from a

Cobb-Douglas technology at the product level and output shares of transcendental technology.

The relationship exists because both technologies use firm/store productivity, and there is no

need to aggregate product productivity to the firm level.

Separating input allocations per product can be difficult in service industries. For example,

different machinery and equipment are used to carry or store different product categories at the

same time to increase efficiency. In the multiproduct case, a service technology function consis-

tent with profit maximization implies aggregation over physical products, and this is restrictive

for many data sets due to large heterogeneity (especially in retailing). The service sector is

characterized only by multiple products, and In many cases, it is also difficult to measure phys-

ical products. Splitting all inputs is not entirely consistent with economies of scale and scope

in retail. Since our focus is on entry regulations and economies of scope and not recovering

product markups, transcendental technology that uses observed output shares is preferable; it

does not require additional assumptions to recover input shares (not observed in the data).

Appendix D: Entry regulation: Plan and Building Act (PBL)

The majority of OECD countries have entry regulations that empower local authorities to de-

cide on store entry. However, the regulations differ substantially across countries. (Boylaud

and Nicoletti, 2001; Griffith and Harmgart, 2005; Schivardi and Viviano, 2011). While some

countries strictly regulate large entrants, more flexible zoning laws exist, for instance, in the

U.S. (Pilat, 1997).

The Swedish Plan and Building Act (PBL) regulates the use of land and water and buildings.

The PBL consists of the planning requirements for land and water areas as well as buildings.

The ultimate goal of PBL is to promote equal and adequate living conditions and a lasting

sustainable environment for today and future generations. The regulation contains two docu-

ments/plans: (i) the comprehensive plan and (ii) the detailed development plan. Municipalities

are required to have a comprehensive plan that covers the entire municipality and that guides

decisions regarding the use of land, water areas and the built environment. The comprehensive
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plan records public interests and national interests. Municipalities also have to provide detailed

development plans that cover only a fraction of the municipality. Municipalities are divided

into smaller areas. These plans indicate and set limits on the use and design of public spaces,

land and water areas.

The purpose of the comprehensive plan is to provide an attractive public environment that

is sustainable. It is the basis for decisions regarding the use of land and water and the devel-

opment and preservation of buildings. It reflects the public interest and addresses important

environmental and risk factors that must be accounted for in the planning of any endeavor.

Necessary features include the housing needs of the municipal inhabitants, the protection of

valuable natural and cultural environments, and providing inhabitants with access to services.

The detailed development plan consists of a map with text that indicates what, where and

how one is allowed to build, as well as appropriate uses for the area. For instance, it indicates

the appropriate design and use of housing, nature and water areas. Other examples include

construction rights for real estate including the size and form of structures, the possibility of

opening a restaurant, workplaces and businesses, housing, hotels, housing (villas or apartments),

preschools, elementary schools, health care, energy and water services, parks, streets, squares,

etc.

The detailed development plan indicates whether retail stores are allowed. The right to

open and operate a retail food store is addressed in the detailed development plan. Each store

seeking to enter the market is required to file a formal application with the local government.

For the entry to occur, the municipality can accept a new detailed development plan or make

changes in an existing plan. First, in the application, the store must state the purpose of the

activity: retail, housing, offices, manufacturing, or other. Second, the store must describe the

main purpose of its activity and what it is to contain, e.g., a new building of a certain size,

wholesale provision with trucks, parking spaces and is obligated to be as detailed as much as

possible. Before the new detailed development plan is approved, it must be made publicly

available. Inhabitants of the municipality are allowed to express their opinions and views on

the proposed changes. If some do not agree with the proposed plan, they can appeal. The

municipality must then perform a new evaluation and seek alternative solutions to the question

at hand.
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When a retail store seeks to enter a local market, the municipality evaluates the conse-

quences for exit, prices, local employment, availability of store types and product assortments

for different types of consumers, purchasing patterns and purchasing trips, consumer travel

behavior, traffic (e.g., generated traffic per square meter of the new sales space), including its

effect on noise and air pollution for nearby consumers as well as the number of individuals

who will be affected – probable health effects, risk evaluations, broader environmental issues,

increased distance to the store, parking, water, energy supply, etc.

In addition, the municipal council must evaluate the positive and negative consequences of

the new entrant for different inhabitants, the environment, traffic, public transport, safety, etc.

The municipality must consider whether new bus lines are necessary, as well as walking and

biking paths. This is to ensure that each consumer in the municipality has access to different

types of stores, a broad product assortment and reasonable prices. A store entrant is prohibited

from hindering real estate developments that will be useful for the public interest, i.e., housing,

places of work, traffic infrastructure and leisure environments. The municipal council evaluates

and gives an overall assessment of the trade-offs between the public interest and private retail

interests. This assessment is based on contingency analysis, an investigation of alternative so-

lutions and developments, and strategic judgment. It is important to evaluate the effects of

accepting a new detailed development plan and changing an existing plan on the public inter-

est.

All stores are regulated by the PBL in Sweden, in contrast with for example, the U.K.,

which explicitly focuses on regulating large stores (Maican and Orth, 2015; Sadun, 2015). PBL

is considered one of the major barriers to entry and is the cause of a diverse array of outcomes,

e.g., price levels across municipalities. Several reports stress the need to better analyze how

entry regulation affects market outcomes (Pilat, 1997; Swedish Competition Authority, 2001:4;

Swedish Competition Authority, 2004:2).
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