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reface

The survey and analysis of financial patterns within manufacturing in
dustries have long been an important part of the IUI research pro
gram. In this study the importance of financial factors in short·run
investment spending decisions has been emphasized. Particular stress
has been laid on the influence on such decisions of variations in the
availability of external funds in the organized credit market and the
extent of inter-firm borrowing in the so called "grey" market.

The impact of financial factors on investment planning has been for
malized in terms of a realization function which is tested economet
rically on annual time-series data for the period 1950-63. Predictive
performance of the model is later checked against data for the period
1964 through 1967. Furthermore the financial planning section of the
total model more has been used to forecast industrial demands on the
organized credit market for the period 1965-70. This forecast has
been based on the investment and production plans of the Govern
ment Long-term Survey of 1966. The study concludes with an evalua
tion and a discussion of the potentialities of various monetary policy
measures based on the empirical results presented.

This study, a more extensive version of which was published in
1967 in Swedish, is to be viewed as an intermediate report of a more
extensive project on factors behind investment and growth in manu
facturing industries which is on the research program of the institute.
This publication, finally, is he slightly rephrased version of apaper pre
sented to the European Meeting on Statistics, Econometrics and Man
agement Science in Amsterdam in September 1968.

The author of the study is docent Gunnar Eliasson.

Stockholm in December 1968

Lars Nabseth
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Introduction
A seientifie theoryeannot
require the faets to eonform
to its own assumptions.

J. M. Keynes

This study has been devoted to a problem of immanent interest in
economic literature. The principal question is the quantitative importance
of financial factors in private investment behaviour. A natural sequel
to this is an evaluation of the potential influence of monetary policy on
investment.

Basically, the Swedish post-war economy has been characterized by
long-run expansionary expectations among business firms; expectations
which have been often unrealized in the short run, without impairing,
-as it seems-the long-run optimistic outlook. This attitude within the
private sector has at the same time been accompanied by controls in the
organized loan market and a low interest rate policy which has kept the
rate of variation in officially recorded rates of interest within very nar
row margins. Long-term sources of external finance in particular have
been practically closed to industrial firms during most of the fifties.

We are thus faced with partly controlled and partly non-controlled
supplies of external finance. The basis of our approach to an investment
theory is that the non-availability of long-term external finance to the
manufacturing sector has operated as a restriction on investment and
growth. The mirror image of this is a current excess demand for funds
in the organized credit market at the lo,v and stable disequilibrium in
terest rates maintained there. In principle, the investment theory to be
formulated here has been phrased in terms of a currently unsatisfied
stock demand for capital equipment faced with arestricted supply of
particular sources of finance.

Current (annual) investment plans are dependent upon the expected
availability of such finance, calculated net of a priority claim for funds
needed for the current operation of the firms, the accumulation of working
capital and dividend payments, etc. Hence the name a capital budgeting
theory 01 investment planning. The ex-post availability of such finance
determines realized investment. Together, annual plan revisions will be
explained in terms of inter alia mistaken expectations as to the supply
of funds (the investment realization lunction). Essentially this theory
has been designed to explain short-run investment behaviour. This al
lows us to abstract from certain features of the production function, tech
nical progress, etc. mainly characterizing the process of long-run growth.
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The main content of this study is a condensed version of an earlier
study published in Swedish.! The verbal presentation of the theory, how
ever, has been much rephrased and also (I believe) improved. The whole
of Section 4.2 and a number of subsections are new. In particular, some
model simulations and tests of predictive performance on new data ac
cumulated for the years 1964-67 have been added. Chapter 6 is a con
densed and somewhat rephrased version of a long-term forecast of manu
facturing demands upon the money markets 1965-702 based on the results
of the Government Long-term Survey.3 Our-- forecasting model and
investment theory have been integrated in Chapter 4.

1 G. Eliasson, Kreditmarknaden och industrins investeringar - en ekonometrisk studie
av företagens kortsiktiga investering8beteende. (The Industrial Institute for Economic
and Social Research, IUI) Uppsala 1967.
2 G. Eliasson, Industrifinansieringen perioden 1950-70 - kartläggning och prognos,
Supplement to Kragh, Finan8iella Långtidsper8pektiv. Stockholm (SOU 1967: 6).
Kragh's study has also been published in English in Kragh (1967b).
3 The Swedi8h Economy 1966-1970 and the general outlook for the 8eventies (published
by the Ministry of Finance) Stockholm 1966. The basic data used for the forecast
have been drawn from Bentzel-Beckeman, Framtidsper8pektiv för 8vensk industri
1965-1980 (The lndustrial Institute for Economic and Social Research, lUI) Stock.
holm 1966.
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CHAPTER 1

Swedish industry during
the post-war period

Two main characteristics of the observation period have been empha
sized in the present study; firstly the expansionary bias of .the manufac
turing sector, and secondly the regulation of capital markets and almost
complete non-availability of cheap bond finance for industrial firms
during the fifties. This restrictive policy was reversed during the first
half of the sixties leading to a sudden increase in borrowing by manu
facturing industry. For this reason, the expansionary bias of the economy
and an ample supply of profitable investment opportunities, combined
with Government controI of the organized credit market, .can be said to
have resulted in a continuous excess demand for long term external
funds at controlled and low disequilibrium rates of interest during the ob
servation period.

The sudden reversal of Government policy in this respect during the
years following 1960 has allowed the construction of a rough measure of
the availability of bond finance each year conditionaI upon monetary
policy. First of all, this measure will be confronted in this study with
data on investment plans and investment realizations in an attempt to
ascertain the elasticity of short-run investment spending with respect
to changes in the availability of these external funds (Chapters 2, 3 and 4).

Secondly, the possible existence of interaction between money flows
in the organized credit market and credit arrangements between firms,
the "grey" credit market, will be investigated (Chapter 5).

Thirdly, interaction between long-run investment demand and finan
cial flows will be studied in Chapter 6. The results from the Government
long-term "forecast" of manufacturing growth in output and investment
1966-70 (Bentzel-Beckeman [1966]) serve as the basis for predicting
consequent demands by firms upon the money markets.

Against the background of these empirical results, the study is then
rounded off by an evaluation of the potential impact of monetary policy
on investment demand and growth of output (Chapter 7).

This study may be characterized as an inquiry into business behaviour
in an economy featuring both controlled and non-controlled sources of
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finance. Controls instead of the price mechanism govern the al1ocation
of marginal funds clIannelled through the loan markets. The small varia
tions in regulated interest rates recorded in the organized credit market
render any attempt to trace interest rate eff~cts on investment demand
futile. Rather, the interest rate has been viewed as a variable held con~

stant.
One aim of this first chapter will be to clarify briefly the salient back

ground conditions which make such assumptions and such an approach
reasonable. A second aim is to sketch the institutionaI background for
interpreting our test results.1 Finally we shall clarify some problems of
particular interest to be subjected to empirical analysis in later chapters.

1.1 Economic Development
and Economic Policy

1. Oycliool Pattern

The observation period 1950-63 covers three complete business cycles.
The period for which ex-post predictions have been performed with the
estimated investment realization function encompasses one additional
cycle, Le. 1964-67.

The observation period begins with the Korean upswing during 1950,
covering its culmination in 1951 and 1952 and the reversal during 1953.
The period was immediately preceded by a substantiai depreciation of
the Swedish krona in 1949, a circumstance which (it has been argued)
substantially improved the profitability of Swedish export industries
during at least the first half of the fifties. 2

The second cycle starts with the upswing in 1954 and extends over the
period of prolonged boom during the years 1955-57, followed by the reces
sion of 1958.

The investment cycle of 1959-63 originated by a sudden spurt in invest
ment spending already in 1958 which rose steeply, culminating in 1961.
Recessionary tendencies dominate during 1962 and the first half of 1963.

The fourth and last cycle covers the sudden and not altogether ex
pected3 return to boom conditions in 1964 culminating in 1965 and fol
lowed by a reversal early in 1966. During the autumn of 1967 there was

1 A much more elaborate analysis is found in Eliasson [1967b], Ohapters 1 and 2.
For an excellent survey in English of Swedish economic development, economic
policy in general and professionai economic debate, the reader is referred to Lind·
beck [1968].
2 See e.g. Lundberg [1966].
3 Of. The Swedish Economy (Preliminary National Budget) 1964: 1, Ohapter 1.
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scattered evidence that business expectations were again changing in
favour of optimism._ The ,~cut~ deteriort.ttion in ~he inte~n~tional pay
ments' situation late in 1967 and the disparate development of foreign
demand for Swedish products seem, however, to have obscured the out
look somewhat. Still there is more or less general agreement that a
revival has been under way during 1968.

2. Expansionary Tendencies

The post.war period has been characterized in Sweden by a steady up
ward trend in output and productivity. This is illustrated for total manu
facturing in Diagram l :'1. Labour input in productionhas increased
only moderately. The origin of productivity growth then has to be traced
back to the paralleI increase in investment (see Diagram 1: 2), capital
accumulation and the factor of technological change, which, according
to a recent investigation, has explained an increasing relative share of
the growth in output during the post-war period.4 The growth in nominal
wages has been much steeper than growth in nominalIabor product
while product prices have risen, though at a much more moderate rate.
Despite this unfavourable development, gross profit margins (see Dia·
gram 1: l) have not shown any tendency to decline during the post-war
period, provided we base our comparison on a year after the Korean
cycle, Le. after 1952. The same is true for average net rates of return on
capital invested in plant and equipment. Profitability has here been de
fined net of calculated depreciation charges, and ranges around 20 per
cent of fixed assets from 1952 onwards. Unfortunately, data on net stocks
of working capital are not available for the whole period. Correcting the
denominator for stocks of inventories, non-interest bearing liquid assets
and net stocks of trade credits would probably reduce the profitability
figure by about one half, Le. to around 10 percent5• Even allowing for
the uncertain accuracy'of these figures they suggest' that discrepancies
between expected marginal rates of return on investment in expanding
industries and the "market" rate of interest charged on controlled funds
in the organized credit market (see Diagram 1: l) are probably sub
stantiaI. Each year we should expect that borrowing such funds to finance
investment activities is highly attractive and profitable for a large num-

" See Aberg [1969] forthcoming from t~e Industrial Institute for Economic and
Social Research in Stockholm.
6 Lundberg [1961, p. 149] estimated average net profitability at roughly 8 percent
during 1954 and 1957. Lundberg's measure of invested capital is somewhat wider
than ours (see the supplement by Järv). Furthermore, the denominatar includes
also stocks of inventories amounting to about one half of invested capital in 1957.
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Diagram 1: 1. Some indexes on manufacturing industry 1950-65.
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by an index of product prices, the denominator by an index of investment goods prices.
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ber of firms. Indeed, this IS the suhstance of our argument for the existence
of an investment reserve among manufacturing firms to be discussed in
the next chapter.

3. Economic Policy

We shall discuss here only those economic policy measures which might
be expected to have substantially affected the activities of business firms
in general and their investment behaviour in particular.

During the Korean cycle effective restrictive measures were late. Dur
ing 1951 and 1952 special charges to sterilize "excessive profits" in the
forest industries were agreed upon between the Government and the
industries affected. As a complement to building controls an investment
tax was levied on machinery investments during 1951-53. The effective
ness of monetary policy was hampered by the low interest rate policy.
In the absence of effective credit market controls before 1952 the rate
of credit expansion was indeed very rapid.

Economic policy during the prolonged boom of 1955-57 is interesting
from our point of view; the indecisive and tardy measures taken during
the first cycle are contrasted with vigorous fiscal and monetary measures
to curb inflationary tendencies in the economy. Against the potential
threat of the newly enacted law on interest rate controI (December 1951),
"voluntary" agreements between the Central Bank and major credit in
stitutions were reached, leading to an effective credit control in 1952.
In 1955 the doctrinallow interest policy was, however, relaxed (cf. Dia
gram 1: l). In 1956 a number of temporary restrictions which had been
successively introduced in the previously very liberal depreciation rules
were made permanent. At the same time the Swedish system of invest
ment funds was reformed to make it a more effective instrument of
Government time-controlled internal finance.

In two studies of Arvidsson [1956] and Wickman [1957] some evidence
has been presented supporting the hypothesis that the temporary invest
ment tax of 1955 had an immediate impact on manufacturing investment
demand in 1955. On the other hand, the effects of the overall restrictive
monetary policy measures (including "credit ceilings" imposed on the
commercial banking system) seem to have hit investment behaviour
most severely during the following year 1956.

During the recession of 1958 the Swedish investment funds system was
employed for the first time as a counter-cyclical device to stimulate in
vestment in construction. The evidence so far suggests, however, that
the timing of its operation was too late.

During the years 1959-63 the manufacturing sector went through an
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investment boom of a kind not previously experienced during the post
war period. From 1959 to 1961 manufacturing investment was running
at more than twice the average level during the earlier years of the fifties.
This investment boom might to some extent be explained by the relaxa
tion of controls on industrial construction in 1958, releasing a pent-up
excess demand from previous years. At this point, however, we wish to
pose the question as to whether this investment boom and the ensuing
buoyancy of investment activity could have been financed were it not
for the relaxation of Government controi in the capital market during
the beginning of the sixties.

During the peak of this investment boom the investment (IF-)funds
system was employed again to induce firms to postpone less urgent in
vestment projects. Thus, firms which temporarily froze 100 percent of
appropriations to the fund in the Central Bank instead of the obligatory
46 percent could earn through tax benefits a rate of return far above the
current regulated rates of interest in the organized credit market. Large
sums of money were in fact transferred from firms' demand deposits in
the commercial banks to the Central Bank during these two years.

The recession of 1962 marks the end of the investment boom. It was
counteracted by vigorous economic policy measures, the most spectacular
features of which were (A) a new release of investment funds for invest
ment in construction and machinery and (B) the sudden relaxation of
Government controi over the capital market. Evidence from a study of
the investment funds6 by the National Institute of Economic Research
points to a well-timed and quite substantiai stimulus to investment de
mand during 1962j63-particularly during the winter season between
the two years. The response of investment demand to the Government
controlled availability of capital market borrowing is one of the principal
objectives of this study.

An apparent desire on the part of the Government not to hamper
industrial growth made for a remarkable assymetry of economic policy
during the "prediction period" 1964-67. No deliberate measures to curb
the sudden expansion of industrial activity were enacted during the boom
years of 1964 and 1965. One possible reason might of course have been
the collective bargaining settlements in the labour market for a three.
year period during 1965 and 1966 which were regarded as favourable
for labour. The results were said to have induced a substantiai increase
in the rate of shut-down of plants and a consequent increase in unemploy
ment. Controlled long-term finance was made available to industrial firms
in considerable amounts (see Diagram 1 :2). However, positive measures
6 Eliasson [1965].
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Diagram 1 :2. Manufacturing finance 1950-70.a
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°Broken lines denote forecast figures. See Chapter 6.

to bridge recessionary tendencies were comparatively late. In May 1967
a release of the investment funds was announced for construction and
machinery investments followed in October by a first try-out of the special
IF-mechanism to stimulate firms to produce temporarily for finished
goods inventories. 7 Prolongations of the earlier releases were also enacted
as late as December 1967 and April 1968 to make the period of release
stretch far into 1968 and for construction to encompass the first quarter
of 1969 also. Increased reliance on the investment funds system to
stabilize investment and production in industry should be evident from
this brief presentation.

One particular feature of economic policy stands out clearly. The com-

"l For particulars on this mechanism see Eliasson [1965, p. 15] or Johansson-Eden
hammar [1968, Ch. 7].
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position as weIl as the intensity of measures enacted have varied sub.
stantially between the early years of the fifties and today. During the
Korean cycle economic policy was hesitant-fiscal measures dominated
(profit sterilization fees, investment taxes. and building control). The
middle fifties reveals a more even distribution between fiscal and mone
tary measures (interest rate policy, bond issues control, credit ceilings
for commercial banks, building control, temporary investment taxes,
etc.). The recession of 1958 as weIl as the boom years of 1960 and 1961
saw the first active operation of the reformed investment funds system.
Furthermore, investment taxation and building controls were discon.
tinued early in 1958. General monetary policy via the organized credit
markets was passive, or of minor importance. Relaxation of credit con
trols and the release of the investment funds were the principal anti
recession policy measures of 1962 and 1963.

During the boom years of 1964-65 the economic policy pursued was
passive with respect to industrial firms. Again relaxations in the controi
of long-term borrowing and the release of the investment funds were
the dominating measures during the ensuing recession.

Thus economic policy during the period under study may be character.
ized as a series of variously composed "packet solutions". One result to
remember in Chapter 5 is that the intensity of monetaryaction by itself

has varied substantiaIly over time, but not at all in phase with the busi
ness cycle.

1.2 Manufacturing Finance

During most of the fifties the financing of industry is characterized by
the almost complete absence of external sources of funds from the or
ganized credit market due in particular to Government control of bond
issues. The marked dominance of internal sources is apparent from Dia
gram 1:2 and Table l: l. The relaxation of controls duringthe sixties is ac
companied by a simultaneous change in the flow-of-funds pattern for ma·
nufacturing industries.

During the fifties gross saving and gross investment parallel each oth·
er closely. The volume of new issues of bonds and debentures (besides
equity finance, the main source of externallong-term finance) is practi.
caIly nil. During 1961-65 gross investment substantiaIly exceeds gross
saving, the difference being accounted for mostly by the proceeds of new
bond and debenture issues. As already mentioned, one question to be
discussed in this study is whether the pronounced investment boom that

16



Table l: l. Sources and uses of funds, manufacturing industriesa 1950-65

1. Gross investment 8. Commercial bank borrowing, net
2. Net change in inventories figures
3. Net change in cash-holding inc!. 9. Other sources of external finance

short-term demand deposits 10. Gross industrial saving adjusted for
4. Net change in other financial assets inventory valuationb

5. Total uses (l) +(2) + (3) + (4) Il. Statistical discrepancy
6. Net change in stock of outstanding 12. Total sources (6) + (7) + (8) + (9) +

bonds and debentures +(10)+(11)
7. Financing in the stock-market (cash.

payments)

Uses of funds Sources of funds

Year 2 3 4 5 6 7 8 9 10 Il 12

1950 1276 - 45 241 445 l 917 l 39 (21) 570 l 196 90 l 917
1951 l 561 429 550 696 3236 29 119 (166) l 563 l 385 -26 3236
1952 l 397 920 -397 -30 l 890 -9 99 (80) 200 l 836 -316 l 890
1953 1247 -645 610 163 l 375 62 52 (-6) -184 l 753 -302 l 375
1954 l 481 88 32 268 l 869 -58 70 (86) 161 l 784 -174 l 869

1955 l 587 586 -394 673 2452 -6 90 (26) 939 1'671 -268 2452
1956 l 677 651 -219 495 2604 -59 150 2 931 l 884 -304 2604
1957 l 719 772 -224 256 2523 -85 94 -89 642 2200 -239 2523
1958 2213 -23 883 452 3525 -25 94 -38 80 2655 759 3525
1959 2567 -299 1299 l 196 4763 30 67 -50 l 314 2927 475 4763

1960 2819 1142 -1271 2 158 4848 Il 232 369 1534 2769 -67 4848
1961 3277 l 075 -720 l 073 4705 127 377 280 658 2992 271 4705
1962 3377 513 672 340 4902 822 149 489 22 2623 797 4902
1963 3708 -266 249 1197 4888 424 130 276 567 3 141 350 4888
1964 3636 531 631 3088 7 886 217 220 273 2974 3926 276 7886

1965 4390 l 773 ~25 3652 9790 653 430 433 3240 4247 787 9790

a Including mining but excluding power plants. Firms with more than 50 employed
workers only.
b Gross saving is defined as fiscal depreciation charges plus appropriations to inter-
nal pension funds and investment funds (IF) plus reported profits minus declared
dividends, all adjusted for inventory valuation.

started during the recession of 1958/59 could have been realized in full,
were it not for a concurrent relaxation of credit controIs.

The pronounced cyclical variations in total uses of funds in Diagram
l :2 are chiefly accounted for by variations in the stock of outstanding
trade credits, the peaks coinciding with the peaks of the business cycle
when sales reached maximum leveIs. As is evident from theflow-of-funds,
Table l: l, variations in trade credits are closely matched by concomitant
variations in trade liabilities. This pattern is more clearly brought out if
total manufacturing is decomposed into sub-industry groups.8 The nature
and importance of such internaI borrowing and lending between firros in
the "grey" credit market will be subjected to a more detailed theoretical

8 See Eliasson [1967 b, pp. 234f.].
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Table l: 2. Uses of funds in the organized credit market and investment; per
centage distribution by sector 1955-64

Credit market shares Gross investment

1955/59 1960/64 1955/59 1960/64

Government and municipal
authorities 33 Il 44 43

Housing 40 41 15 14
Manufacturing 6 15 20 23
Other private firms,
households, etc. 21 33 21 21

Total 100 100 100 100

and empirical analysis in Chapter 5. The close association between sales
and the stocks of trade credits suggests, however, even at this early stage
of analysis, that primary emphasis should be placed on a transactions

explanation of trade credit flows.
It is also clear from Table l: l that borrowing in the commercial banks

played a relatively minor role during the fifties. The first half of the
sixties, on the other hand, witnessed a sudden expansion of commercial
bank credits to manufacturing firms. This expansion was matched by
an accompanying increase in totallending by commercial banks, manu
facturing loans amounting to a fairly constant share of about 20 percent9

all through the period 1950-65. In general it may be noted that COID

merciai bank lending to manufacturing firms (normally on a very short
term basis) is a quite small share of totallending by commercial banks.
In addition, commercial bank loans has been a rather insignificant compo
nent in total manufacturing sources of finance-at least during the fifties.
This observation will be of importance in our later evaluation of the
potential of monetary policy (see Chapter 7). Furthermore from Table
l :1 we can also nate that equity finance was a relatively important
source of external funds during the entire observation period.

Table l: 2 presents the overall distribution of flows of funds in the
organized credit market 1955-64. During the first five-year period the
manufacturing sector absorbed only 6 percent of total net flows, in
creasing to 15 percent during 1960-64. Still this is a small share compared
to the relative importance of the total manufacturing use of funds for
investment (the left-hand part of the table). Indeed Table l :2 only pres
ents the mirror image of the high degree of internai financing among

9 Or rather about 15 percent if the manufacturing sector is restricted to the group
of firms with more than 50 employed workers investigated in this study.
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manufacturlng firms; on the other hand, the houslng sector IS typlfied
by high external financing ratios. To some extent this is to be attributed
to factors unique to the manufacturing sector-corporate taxation rules,
the high degree of risk taking normally as_sociated with private invest
ment behaviour, etc. All these factors affect the allocative mechanism
in the IDan markets and will be discussed in more detail in the final two
chapters.
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CHAPTER 2

A capital budgeting theory
of investment planning

This chapter will be devoted firstly to a verbal presentation of the capital
budgeting theory of short-run investment planning as weIl as to an ex
tensive discussion of its underlying assumptions. The main purpose is to
lay bare the principal factors behind the tendency by firms to revise
annual investment plans. A derived form of the model will be seen to
constitute a realization investment function in the sense of Modigliani
Cohen [1958, 1961]. We begin by defining an investment reserve, the
existence of which has been postulated. This investment reserve is sup
posed to express or to measure the degree of current "long-run" dis
equilibrium in productive capacity given the level of interest rates in
the organized credit market. Abasic expansionary postulate is that the
investment reserve has been positive throughout the observation period.

It is obvious that considerations of a financial nature and the financial
riskiness of business ventures are crucial for investment decisions. Even
though the theory to be presented in this chapter has borrowed a number
of features from other theories of investment behaviour, the particular
emphasis placed on the budgeting procedure makes it quite appropriate
to label it a capital budgeting theory of investment.

In Chapter 3 the main results from testing the theory econometrically
on annual data for the period 1950-63 will be discussed. The numerical
properties of our model will be investigated in two simple simulations
using partiaI forms of our model. Its forecasting ability will be tested by
comparing simulated values with actual ex-post values of realized invest
ment for the years 1964 through 1967.

Chapter 4 ,contains some formal investigations into the structure of
the model. Particular attention will be paid to the properties of the model
when analysed in a long-run growth context.

Chapter 5 contains a separate analysis of trade credit flows. The ulti
mate purpose is to evaluate the importance for investment behaviour
of possible buffer stock variations in inter-firm borrowing due e.g. to a
tightening of monetary policies in the organized credit markets.
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The first three sections of Chapter 2, the whole of Chapter 3, the first
two sections of Chapter 5 and all of Chapter 6 may be read in that order
conveying in an easy way the main ideas of the capital budgeting theory
and our principal results. In the final chapter (Conclusions with Respect
to Monetary Policy) the main implications for the efficiency of monetary
policy have been evaluated.

2.1 The Investment Reserve

The "stock of investment opportunities"l is a concept often met with
in analysing investment and growth. Though loosely defined as a rule,
it conveys in a highly intuitive fashion a number of well-known charac
teristics of firms' investment planning which have so far been only par
tial1y incorporated into traditional investment theory. Interview studies
with firms and reported accounts of regular and explicit planning pro
cedures within large corporations usually reveal a number of investment
projects under consideration for some more or less indefinite future peri
od.2 The mere fact that such plans are being formulated explicitly, or
merely in the minds of business executives would suggest the quite
plausible assumption that these projects are expected to become profit
able at some future date. As the planning procedure rolls on, some pro
jects prove unable to meet the adopted profitability criteria and are
consequently discarded. However, others will meet these criteria and in
due course more explicit time planning of these projects will be under
taken. They may then materialize in the form of investment in building
and equipment. In the end, quite plausibly, price and cost factors of
traditional investment and productian theory will determine the out
come. The contention is, however, that the lag between the early initiation
of the project and its possible realization is not usua'lly included in theory.
This time-period is probably a highly variable factor and affects in an
important way the cyclical timing of investment plans as weIl as realiza
tions.

The main feature of investment planning to be emphasized in this
study is that a stock of investment projects which has been "planned"
according to some specific criteria can quite realistically be assumed to
exist within most firms and (in addition) that the planning procedure is
apt to be sensitive to a number of economic stimuli.3

l The term was originally introduced and discussed by Gordon [1955].
2 See e.g. Eisner [1956], Bohlin [1962], and others.
8 For a somewhat formal presentation of this planning procedure, see Eliasson
[1965, pp. 45ff.].

21



Among the factors determining the size of the "stock of investment
opportunities" , demand and profitability expectations probably figure
most importantly. These expectations are of course subject to revision
as time passes. The size of the stock will corre~pondingly vary over time.
During the boom when expectations are predominantly optimistic in
vestment opportunities will be ample, while these opportunities might
perhaps disappear altogether when economic conditions are extremely
depressed. This simple mechanism must be further modified by the addi
tion of limiting factors which restrict the rate at which existing op
portunities can be exploited; e.g. existing organizational capacity of
firms, possible aversion towards the increased risk-taking normally as
sociated with accelerated expansion of output, the availability of par
ticular sources of finance, etc.

We do not propose to present a theory for explaining and measuring
this stock of investment opportunities.4 It will suffice here to present
evidence in favour of the hypothesis that such opportunities of a par
ticular kind and volume (and in adequate numbers) currently exist within
the groups of firms investigated. This assumption is termed the expan
sionary postulate.

Any investment theory based upon the accelerator principle or the
profit-plowback-liquidity hypothesis assumes in one way or another the
existence of such investment opportunities in sufficient volume. This has
to be so for variations of the "flexible accelerator" theory introduced by
Goodwin [1951] or the "capital stock adjustment process". Only when
price and cost variables are explicitly introduced together with a produc
tion function has a very restricted subset of the stock of opportunities
been allowed to figure explicitlyas variables in the investment function.
This is true e.g. in Jorgenson's [1963, 1965, 1967, etc.] so called "neoclas
sical" theory of investment behaviour, the rudiments of which can be
traced back via Grunfeld [1960] to the simple investment function of
classical theory, the sole explanatory factor of which was the rate of in
terest.

The expansionary postulate on which our capital budgeting theory of
investment behaviour has been based combines the hypothesized expan-

sionary conditions underlying the post-war Swedish economy with the
concurrent presence of rigorous credit market controIs, and a spec
trum of disequilibrium market rates of interest in the organized credit'
market. We define an investment reserve as the subset of contempIated

4 In fact this is one of the objects of a research project by the author at present
under progress a.t the lndustrial Institute for Economic and Social Research in
Stockholm.
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investment projects which are considered profitable and worth under
taking when financed from funds of a particular price and quaIity
here internaI funds and 19n9-term borrowing in the organized markets
for credit at controlled disequilibrium rates of interest. In addition, this
reserve only includes projects which are at a sufficiently advanced stage
of planning as can be put into operation at fairly short notice (in the
empirical part of this paper somewhat more than a year).

It is interesting to note that the idea of an investment reserve is im
plicit in Wicksell's [1906, pp. 184 ff.] analysis of ·the "cumulative process"
arising from a divergence between the "real" equilibrium rate of interest
and the actual rate of interest maintained by a conservative pricing
policy among banks. In the sense of Dean [1951, pp. 14 ff.] the invest
ment reserve can also be thought of as the total amount of money
that can be invested to' earn more than the controlled rate of interest
in the organized credit market-the "cut off rate".

If the markets for funds were free and fully informed in the absence
of uncertainty we should expect a uniform market rate of interest to be
established during each period equal to the required marginal rate of
return, or the price the marginal investor is willing to pay for credit.
Under such perfect conditions the investment reserve is by definition
an empty set. If markets for credit are characterized by incomplete
knowledge and/or sectorized by controls, or if the rate of interest charged
at the last possible source5 of finance is currently held lower than the
rate of return required by investors, excess demand for external funds
exists by definition. The back side of this excess demand is the reserve of
investment projects which are constantly being postponed due to lack
of financial resources at the official and controlled price.

Considering the conditions prevailing during the post-war period in
Sweden, it seems quite reasonable to assume that at least same firms in
each industry group investigated have experienced such excess demand
for funds in each year studied. Our hypothesis is that this continuing
excess demand has been sufficiently large to ensure that the investment
reserve has never been exhausted during the observation period. This
would mean that an increase in the availability of particular funds will
induce an increase in current investment spending.

The decision to invest in productive plant and equipment requires at
least four considerations; the existence of investment opportunities on
the demand side, the 8upply of investible funds, the allocation of funds
to projects and the timing of investment activities. The capital budgeting

ö For adetailed discussion of the "availability of funds" hypothesis see Lindbeck
[1963, Section VII: 2].
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theory of short-run investment behaviour to be expounded below does
not take the aIlocation aspect into account. A measure of the demand
for funds for a group of firms is confronted with a measure of the supply
of funds. The theory purports to explain the rate at which existing
divergencies are closed-i.e. the timing aspect. Where short-run varia
tions in aggregate demand and supply of funds are concerned, the alloca
tion of funds between different projects within a firm or between firms
is assumed to follow apattern which is sufficiently stable as not to signif
icantly impair the validity of our theory.

2.2 Outline of the Theory

The following sections contain a simplified statement of the capital bud
geting theory of investment behaviour. A more formal discussion of certain
theoretical problems follows in Chapter 4.6

Using the terminology of Meyer-Kuh [1957] and Meyer-Glauber [1964],
the capital budgeting theory may be regarded as a development of their
"Accelerator-Residual-Funds" theory of investment here reshaped in
terms of a realization function, according to the ideas of Modigliani
Cohen [1958, 1961]. Certain features of the Anderson [1964] study have
also been incorporated in our investment theory. Lastly, in recognizing
explicitly the need for an anticipations structure in a theory of invest
ment planning, we have borrowed some ideas from Eisner [1958, 1960,
1964, 1967, etc.].

Our model represents an elaboration of the Meyer-Glauber [1964]
theory in five important respects. Firstly, external finance in the organ
ized credit market, as weIl as, secondly, the financing of working capital,
have been explicitly incorporated into the theoretical structure. Thirdly,
investment behaviour has been explicitly integrated with financial man
agement through a rough model of financial planning. Fourthly, an in
vestment planning function and an investment function ex post have
been synthesized into a realization function, which purports to explain
actual plan revisions in terms of the realization of certain expectations
variables. A theoretically meaningful as weIl as empirically feasible
separation of long- and short-run investment behaviour is one of the
principal advantages to be gained from the realization function approach.
We have every reason to expect that, for example, the effects of economic
policy measures show up as discrepancies between planned and realized

8 A number of algebraic derivations contained in the Swedish text have been omit
ted here. Furthermore, some particular refinements of the theory have only been
reported verbally in the present text.
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investment. Of course our investment theory like most others is unable
to explain all relevant features of post-war investment behaviour in the
manufacturing sector. The period for which statistical observations are
available is too short to allow construction of a more complex theoretical
structure for empirical testing. The inadequate availability of statistical
information on some factors known to be important is another reason.
Thus, fijthly, an attempt has been made to investigate the effects on
realized investment of particular events or economic policy measures in
terms of a residual analysis. The method employed is not the traditional
one; instead of regressing the computed residuals of a basic regression
equation on new variables, certain hypotheses are tested against the
direction of change, the sign and the numerical value of the residual as
computed for one particular year. This method is necessarily qualitative
in character and no precise test criteria can be prescribed. It is regret
table that the impact of the Swedish investment funds system on invest
ment planning has had to be analysed this way; the reason is that due
to the timing of announcement of releases as weIl as the release periods,
the effects appear in either of two ways-being incorporated in plan
revisions, or concealed in the plan itself. Fortunately, the important
release of 1962/63 has been separately investigated by the National In
stitute of Economic Research the results being accounted for in areport
referred to above.

As already stated explicitly in the previous section, the capital budget
ing theory to be presented here is based on two principal features of
the post-war period-the expansionary bias of the manufacturing sector
and the concurrent regulation of the capital market. The principal im
plications are that firms have always (each year) found it profitable to
invest in fixed assets (plant and equipment) from a hypothesized invest
ment reserve as soon as finance of a particular price and quality is avail
able. It should be evident that this assumption does not necessarily imply
the existence of the weIl-known stepwise cost of capital schedule of
Duesenberry [1958] and others, but rather the opposite implication. An
inelastic cost of capital schedule may be a sufficient but not a necessary
condition for this part of our theory to be valid. Furthermore, in the
presence of enforced credit controls we have little reason to expect' in
terest rates recorded in the organized credit market to measure the ex
pected marginal cost of funds which is relevant for investment decisions.

There are three main factors determining firms' willingness to plan
the maintenance or extension of productive capacity during afuture
period. The jirst is expected demand for output during that future period,
which is assumed to affect investment planning via a flexible accelerator
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type of mechanism in the sense of Goodwin [1951] and others. Optimal
capital stock each period depends on current or expected profits. The
second is the availability of certain types of finance, introduced in the
form of a capital budget. The third concerns the equilibrium conditions
for the holding of financial stocks prevailing at the date of planning and
the corresponding presence of financial risks.

No distinction is made between new and replacement investment.
During a period of rapid technological change this distinction is indeed
doubtful: only occasionally will new equipment installed to replace older
equipment possess the same properties of technical capacity. We as
sume that as a rule the same considerations of profitability and technical
capacity hold in both instances of decision making.

The gross capital budget is defined as the expected current generation
of internai funds plus the expected availability of external finance in the
organized credit market at a regulated rate of interest. In particular, this
latter expectation involves permission and feasibility to issue long-term
industrial bands and debentures, as weIl as the possibilities of borrowing
in a commercial bank or an insurance company. On a priori grounds we
consider commercial bank lending, however, to be normally on a short
term basis and associated with current business operations, or else rather
unimportant. Equity issues are not included in the capital budget, nor
for that matter explicity incorporated in our theoryat all (see below).

The net capital budget for investment appropriations is obtained after
deducting the prior claim of transactions balances from the accumula
tion of working capital. This transactions demand is defined as net
receipt of trade credits minus net extension of trade credits, minus in
creases in cash holdings and in inventories. The transaction components
of these "financial" flows are expressed as a percentage of inter alia the
change in sales, and will be discussed below. Abasic assumption for the
capital budgeting process is that the net transactions demand from the
accumulation of working capital represents a priority clairn on the cur
rent inflow of funds. As we shall see later on, this assumption is critical
for the derivation of the net capital budget.

If the stocks of cash, inventories and trade credits outstanding deviate
from the transactions levels indicated by the current level of sales then
holdings of financial assets and liabilities are no longer in equilibrium.
Our approach allows measurement of this disequilibrium. The financial
disequilibrium variable so obtained was the third aggregate factor as
sumed to affect investment planning for the ensuing period (year).

The level of current gross savings has been explained by the current
leveiof, and changes in, sales. This formulation of a fairly simple savings
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function implies a number of assumptions as to the development of
firms' profit margins, their dividend policies and the incidence of corpo
rate taxation which will be elaboraped upon below. Tt will suffice here
to point out that the change-in-sales variable is intended to pick up a
cyclical pattern which is fairly regularly observed in profit margins.
Secondly, this formulation of the savings function precludes the possibility
of increasing dividends and/or discontinuing operations when long-term
prospects for the firm are depressed and consequently the availability of
profitable investment opportunities restricted. At least three arguments
may be advanced in support of this approach. First, this conduct is com
patible with normally observed business firm behaviour; ind~ed, there is
empirical evidence refuting the hypothesis of a close association between
rates of plow-back and profitability and growth.7 Secondly, this implicit
limitation is less restrictive when, as in our case, aggregate behaviour
of a group of firms is studied. Thirdly, the traditional, static definition
of the firm in textbook theory is not a very adequate representation of
the amorphous incorporated business enterprise operating in the dynamic
economic environment of today. When the markets for traditional prod
ucts falter the possibility always exists of entering related markets, of
developing quite new products within the same organizational unit, or
of acquiring shares in, or merging with, firms with other product lines.
Examples of this are manifold.

To be complete, our theory requires an explanation of how expecta
tions in respect of sales conditions for a subsequent year are generated,
and the way in which expectations as to the availability of controlled
external finance are formed. We have assumed that expected sales are
generated as a weighted average of past sales, which implies in principle
a distributed lags approach.8 The short time-series material available pre
cludes, however, quantitative estimation of the lag structure from avail
able empirical data. In this study we have simply assumed as a first ap
proximation that the expected change in sales is an unweighted average,
or a moving average, of the past five or two years' changes in sales.
Alternatively we work with the cautious assumption that the current
level of sales is expected to persist the next year or the year for which
investment plans are drawn up.

Institutional conditions prevailing during the observation period make

7 See e.g. Little [1962] and Little-Rayner [1966].
8 Note here the distinction between the traditional distributed lags approach which
concerns the time.shape of the installation of plant and equipment rather than the
formation of anticipations. Formally the two approaches look the same, but in
principle they are not. See further Section 2.3.9.
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it quite reasonable to assume that the capital budget should rest on the
implicit assumption that no external sources of funds of the particular
type included in the budget will be available. The data on planned invest
ment used are reported in late October or early November for the fol
lowing year. It seems quite reasonable to assume that the prospects of
obtaining permission for a bond or debenture issue during that year are
uncertain enough to make this assumption realistic. In fact the existence
of issues controI should not be a necessary requirement. AIso without
controI the arrangements associated with the floating of bond or de
benture issues have to be planned a long time ahead, which should make
the success of the issue look quite uncertain at the time of preparations.
It seems quite reasonable to assume that a large number of investment
projects which are dependent upon such issues for their realization, will
not be reported in the plans. In such a case too, null expectations seem
arealistic assumption. Furthermore, relaxing the assumption of a closed
bond and debenture market should be fairly easy in principle, though
difficult in applied work. 9 No anticipations data on financial planning
by firms are at present collected in Sweden.10 However, our empirical
results indicate that an unexpected availability of external finance (so
defined) induces a revision of planned investment.

We are now ready to outline the mechanism underlying our theory
of investment planning. Expected sales, or planned production, together
with expected availability of particular sources of controlled external
finance, determine the ex-ante capital budget as weIl as the investment
stimulus generated by the accelerator mechanism, called the "optimal
investment" plan. The existence and extent of disequilibrium in the hold
ing of financial stocks is given at the time of investment planning.A priori
we have assumed the existence of a sufficiently large reserve of invest
ment projects at a sufficiently advanced stage of planning that can be
undertaken at short notice as soon as particular economic stimuli are
present. So far, our theory concerns the planned rate of exploitation of
the investnlent reserve. The demand for funds is defined as a stock de
mand; the supply of funds as a flow restriction. This mechanism has been
described analytically in terms of an investment planning function.

9 The validity of this assumption for later years is discussed further in Section 3.3.5,
where the model has been used for ex-post predictions for the years 1964 through
1967.
10 In the USA "capital appropriations data" have been collected for a number of
years by the National Industrial Conference Board, see e.g. Cohen [1960]. In a
sense "capital appropriations" figures may be considered as estimates by firms of
the ex-ante capital budget defined above.
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The accelerator mechanism may induce a planned investnlent demand,
Le. "optimal investment level", larger than the capital budget, implying
the existence of profitable short-run investment projects contained within
the investment reserve. The investment plan will then exceed the net
capital budget by a fraction of the difference between the "optimal in·
vestment level" and the capital budget and other, non-specified, sources of
finance have to be resorted to-for example drawing on fincanciai assets,
equity issues, and/or expensive borrowing outside the organized credit
market. The fraction, or adjustment coefficient, has been assumed con
stant in our empirical application, but may very weIl be considered
variable.ll If financial stocks fall short of transactions leveis, a correspond
ing reduction in the investment plan is assumed, amounting again to a
constant fraction of the aggregate disequilibrium variable, and vice versa.

The mechanism is reversed if the capital budget exceeds the optimal
investment level, as may be expected during recessionary periods. An
increase in the availability of particular sources of finance occasioned,
for example, by an easy monetary policy, helps to keep the rate at which
the investment reserve is being exploited above the level induced by the
accelerator mechanism by itself.

The last step in constructing our theory involves a synthesis of invest
ment planning (the investment planning junction) and ex-post invest
ment behaviour (the investment function ex-post). We assume that the
numerical properties (coefficients) and explanatory factors of our invest
ment planning model are with three exceptions also applicable to ex-post
investment behaviour. First, the anticipations variables now assume the
values recorded ex-post. Secondly, an isolated change in the state of
financial disequilibrium during the current period is assumed not to affect
the current realization of investment plans. The third difference is dis
cussed further below.

Subtracting the planned level of investment expenditure from the
realized level, we obtain the current revision in plans as a function of a
number of expectations and ex-post variables. It will be shown in the next
section that this realization function exhibits quite convenient properties
for the purpose of empirical testing, without at the same time neces
sitating more restrictive assumptions than those already introduced.

Next, we shall introduce what has been termed the exclusion hypothesis
to explain the well-known, systematic component of the current under
estimation of investment plans which cannot realistically be related to

11 E.g. one in the upswing and possibly zero during recessions. This idea is implicit
in Meyer-Kuh [1957J and explicit in the "Accelerator-Residual Funds Theory" of
investment of Meyer-Glauber [1964, Chapter 2J.
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the expianatory variables iistecl ahove. There are a number of factors
vvhich may account for a systematic divergence between reported plans
and the recorded outcome besides those incorporated in traditional in
vestment theory, varying from pure forgetfulness to rudimentary pro
cedures in investment planning. They are all more or less related to the
vague concept of a "stock of investment opportunities" discussed in
Section 3.1. Where investment planning is only rudimentaryor non
existent, firms may be expected to report as plans the aggregate value
of a number of investment projects scheduled for the immediate future.
Obviously a number of projects, particularly small ones, are apt to be
forgotten or not "thought of" if reports are compiled in this way. This
tendency should be more noticeable the longer the planning period.12

Secondly, if the plan consists of a list of projects several of these may
be expected not to be time planned in the sense of' being scheduled for
any definite period. Tt is fairly common among firms, and as should be
clear, implicit in the concept of an investment reserve that a large num
ber of investment projects are under consideration for say the coming
three, four or five years. Quite reasonably, we would expect firms to
report only projects which are more or less definitely scheduled for the
planning year and not the entire investment reserve.l3 This problem ap
pears again in more distinct form in Chapter 6 where investment plans
for a five-year period collected by the Swedish Long-term Planning In
vestigation are employed ta forecast long-term industrial demands upon
the money markets. Thirdly, firms basing their reports on explicit capital
budgeting procedures are inclined to report the value of the capital budget
rather than a list of projects;14 this reporting behaviour, which seems at
present rather uncommon, fits most neatly inta our theory of investment
planning. To account also for the influence of firms using more rudi
mentary methods of planning the investnlent plan itself has been in
corporated inta the realization function as an additive linear camponent.
12 It has been observed in working with investment survey data that firms tend to
overestirnate investment planned for the immediately ensuing two quarters be
cause the actual construction or installation of capital goods often takes more time
than planned for. For longer planning periods, however, the typical underestimating
property becomes evident.
13 This assumption is clearly supported by an interview study of the validity of the
Swedish investment survey data carried out jointly by the National Institute of
Economic Research and the Central Bureau of Statistics in 1964 (not published),
as well as by personal interviews and a large number of telephone interviews ear·
ried out by the author for the preparation of Eliasson [1965]. See also Foss-Natrella
[1957, 1960]. For a more detailed presentation of the planning procedure implied
in the discussion above, see Eliasson [1965, pp. 45ft].
14 This behaviour is also supported by the sources reported in the previous footnote.



In this crude formulation the exclusion hypothesis states that the vaiuE
of excluded projects in the sense discussed above is directly proportionaJ
to the investment plan.

Apart from Modigliani-Cohen's [1958, 1961J suggestive exposition oj
a general theory of economic planning there have, so far, been few at·
tempts to develop their concept of a realization function. However, the
basic concept as such is by no means new. Ideas of similar content were
already inherent in dynamic sequence analysis and in the ex-ante and
ex-post concepts of the Stockholm School economists during the thirties.15

Some empirical investigations can be referred to, none of which are, how
ever, altogether convincing, due to a large extent of course to lack of
experience in working "\vith anticipations data in most countries. An early
application using eight annual observations was reported by Modigliani
Weingartner [1958J. In a series of papers [1956, 1962, 1965J Eisner re
ported on investment realization functions applied to both cross-section
and time-series data, where a measure of deviations from sales expecta
tions derived from the unique data on anticipated sales available in the
U.S., is included as an explanatory variable. Despite the weakness of the
results in terms of statistical tests, the results generally favour variations
of the accelerator or capital stock adjustment theories as explanations
for plan revisions.

2.3 Formal Structure of our Theory

The investment theory to be formulated here aims at explaining short-run

private investment planning. Abasic idea has been to treat factors deter
mining long-term trends in investment and growth as exogenous; thus,
little attention has been paid to the other"\vise highly important fa.ctor
of technical change and the structure of production. This is one of a
uumber of reasons why price variables such as the rate of interest, wages,
etc., do not figure explicitly in our model. As will be argued later, except
forassumptions concerning cost of capital implied by our budgeting ap
proach, there seems little reason to expect structural changes in produc
tion, such as substitution effects or technical change, induced by varia
tions in relative factor prices to show up as revisions in short-run in
vestment planning. Rather "re are more interested in factors influencing
the timing of exploitation of the investment reserve.

15 Cf. Lundberg's [1937J discussion (Chapters ·VI-IX) where expectations are ex
plicitly introduced as factors behind investment behaviour. The idea of a realiza
tion function is verbally presented in Palander's [1941] lucid review of Myrdal

[1939]. A more elaborate treatment is found in Svennilson [1938J.
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Ours is a macro investment theory. Its assumptions are thus supposed
to be applieable to groups of firms. The implications of these assumptions
for individual firms are not relevant to our problem and will not be dis
cussed. It is, however, the author's contentiön that these assumptions,
to be speeified below, are also applicable to the individual behaviour
~nit; Le. our theory eould serve as amiera theoryas well, and indeed
it has in a variety of partial formulations.

The model to be deseribed here represents a partiaI form of the model
discussed in the Swedish version of this paper. All prices are assumed
constant over time, and so have been eliminated from this partiaI model.
Moreove:r:, the presentation here has been considerably condensed. How
ever, some traditional behavioural assumptions from applied investment
theoryare easily recognized.

1. l nvestment Planning Function

(2: l)

lP represents the investment plan for year t reported at the end of year
t -l. <De stands for what has been called the expeeted size of the current
net capital budget for year t. <I> is defined below. l*e signifies planned
optimal investment ex-ante, given anticipated net profits for year t and
other relevant faetors.

Thus the investment plan has been assumed to be linearly dependent
upon the expected availability of <I>-finance, the difference between the
optimal investment level ex-ante and the availability of <D-finance and
a possible disequilibrium in stocks of working capital introduced through
Af~l (see Sections 5 and 6). The optimal investment level ex-ante is de·
fined as:

l*e = a(K*e - K t - l ) +bZt - 1

where

K*e = AIINe.

(2: 2)

(2: 3)

The reader should observe that variables without time subscript always
refer to the period t. The optimalIeveI of investment for year t as seen
at the end of the year t -1 is thus assumed to be linearly dependent on
the expeeted capacity gap (K*e-Kt_1) and a vector of other relevant,
but unspecified, factors Zt-l (initial conditions). At each level of expeeted
net profits, II Ne, a unique value of optimal· capital stock ex-ante, K*e,
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for the current operation of the firms is assumed to exist. In (2: 3) K*e
has been assumed to be directly proportional to expected net income
or profits fiNe. Firms are assumed to plan for apartial reduction of the
difference between actual and ex-ante optimal capital stock (the capacity
gap) each period ahead. a in (2: 2) is the constant reaction coefficient
designating the rate at which this closing is planned to take place, pro
vided no financial restrictions operate in the opposite direction. Equa
tion (2: 2) corresponds to a traditional capital stock adjustment formula
tion of the flexible accelerator type originally formulated by Goodwin
[1951].
Ag~l represents a measure of disequilibrium in the holdings of current

assets and liabilities and will be defined below. ;1 is a second reaction
coefficient showing at what (constant) rate the gap between optimal in
vestment activity and availability of <P-finance is expected to close
during period t; its value is thus expected to lie in the interval 0<;;1 <; 1.
Similarly ;2 is assumed to lie in the interval 0<;;2 <; 1.

For one thing, we note that if a = 1 and b= Ofinancial factors are the
only ones that prevent firms from planning to close the expected capacity
gap during the current planning period. In a restricted sense the defini
tion of optimal investment ex-ante is analogous to the proposition of
neoclassical investment theoryas e.g. in Jorgenson [1963, 1965J that
optimal capital stock depends on the integral of discounted net earnings
over a planning horizon (for Jorgenson of infinite length) which maxi
mizes the aggregate present worth of firms. Here optimal capital stock
has been made directly proportional to current net profits, while other
possible factors are contained in the unspecified vector Z. Since e.g.
Jorgenson [1963, 1965] assumes expectations as to future relative prices
of output, labour, and capital goods, etc. to be a simple projection of
today ["stationary market conditions"] the formulation (2: 6) may be
sho""TJl to be very similar.16 The basic simplification compared to J orgen
son refers to the crude explanation of profits employed here (see for
mulae (2: 18, 20)) and the absence of behavioural assumptions as to
profit or value maximization. While recognizing the importance of price
variables as weIl as rationaI firm behaviour in investment planning, it
seems reasonable to assume, however, that such factors are overshadowed
in short-run investment behaviour by others, e.g. mistaken expectations.
This should apply particularly in the case of current revisions of invest-

16 The same holds for the approaches of Griliches-Wallace [1965] and Grunfeld
[1960J. In the last study optimal capital stock is made dependent upon the stock
market evaluation of the firm(s), provided stock market prices reflect current rates
of return on equity capital of firms.
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ments plans in combination with interest rate control and a restric
ted availability of particular forms of external finance. Thus the
characteristic features usually associated with neoclassical approaches
are concealed in the Z-factor and the assumed investment reserve, Le.
the expansionary postulate; this arrangement-means that price variables
figure as restrictions rather than as explicit arguments.

In a very definite sense the whole matter of defining an optimal or
desired capital stock is closely related to the traditional problem of de
fining capital stock as such. By assuming inter alia that the realized rate
of return on investment is constant, a measure of capital stock that is 
proportional to (net) business income can be derived. The potentialities
of this approach in empirical production function analysis has been weIl
demonstrated by Åberg [1969]. By defining optimal or desired capital
stock ex-ante as proportional to expected net profits a reversed inter
pretation is possible; l/Å in (2: 3) may be said to correspond to a measure
of the desired or required net rate of return. Consequently if the ratio
between expected net profits (IINe) and actual (initial) capital stock (](t-l)

is smaller than l/Å it might be said to mean that the expected net rate of
return is larger than required and firms want to increase profit by in
vesting and adding to capital stock. In Åberg [1969] employed capital
stock (after correction for excess capacity) is taken as optimal. In this
study deviations from optimal capital stock are allowed each period but

the realized rate of return also varies.

2. Invest1nent Function

The investment function ~hich is to explain actual investment as re
corded ex-post is defined as:

where

1* =a(K* -Kt- 1) +bZt - 1

and analogously to (2: 3)

K*=ÅTIN.

(2: 4)

(2:5)

(2:6)

The disequilibrium variable At-v initial conditions Zt-l as weIl as capital
stock at the end of period t-l, K t-l' appear in (2:4) and (2:5) as deter
minants of actual.investment. I1N is realized net profits during period t.
<I> is the actual "ex-post" value of the net capital budget in terms of <De.
The meaning of this will be clarified below.
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It should be noted here that ~l as weIl as ~2 may be interpreted as
exogenously determined, dated variables as long as they are identical in
(2:1) and (2:4). When the model is estimated on empirical data, how
ever, we have to assume ~l and ~2 constant over time. For the sake of
simplicity we shall proceed as though they are constants.

3. Realization Function

Applying the Modigliani-Cohen [1958, 1961] idea of a realization lunction,
(2:1) and (2:4) give:

(2:7)

In (2: 7) plan revisions during period t are expressed as a linear function
of the difference between the actual and expected size of the capital
budget and the difference between actual and ex-ante optimal invest
ment.

Owing to the implicit assumption of identical functional forms in
(2:1)-(2:3) and (2:4)-(2:6), the disequilibrium variable Af:1 and (as we
will show later) the actual capital stock variable K t - 1 as ,vell as initial
conditions Zt-l disappear from the realization function. Obviously this
is extremely convenient from the point of view of empirical application.
The property of vanishing factors from the component relations also is
one of the main advantages to be gained from the realization function
approach.

4. Financial Model

The <P variable is defined with the help of a simple model of financial
planning. Suppose:

ii =b18 +e1Ec +11
D=b2S +/2

L=ba8 +eaH +UaD+ la
X=b48+C4~8+/4

SAV =as8 +bs~S+15'

(2:8)

(2:9)

(2: 10)

(2: 11)

(2: 12)

The aim of this financial model is to explain the transactions component
of the stock of current financial assets and trade credits extended (il),
stocks of current trade debts (D), liquidity (demand deposits plus cash
~L) and inventories (X). These transactions components have all been
assumed linear functions of the current level of ·sales (8). As for the two
credit junctions, (2: 8) and (2: 9), the hypothesis implicit in the fixed

35



coefficients bl and b2 is that average credit periods are stable over time
(see further Section 5.3). il is also assumed to be linearIy dependent
upon net borrowing in the commercial banks, implying that the receipt
of bank Ioans increases firms' willingness to, extend trade credits. Note
that the sales variable figures in both (2: 8) and (2: 9). Certainly we
should have preferred to insert the current purchase value instead in
the debt function-a variable which was not readily available. How
ever, current purchases of raw materials and intermediate goods may
be expected to foIlow sales rather closely. The same seems to hold for
capital goods purchases in the long-run, but not so in the short-run
an unfortunate misspecification that we had to accept. Furthermore,
advance payments appear on the selling as weIl as the purchase side.
Consequently an appropriate specification would be to incIude both sales
and purchases together in the two credit funetions. In spite of these eOID
plieations we have considered (2: 8) and (2: 9) as satisfaetory approxima
tions. Besides the sales level transaetions liquidity is assumed to be
linearly dependent upon stocks of trade credits and debts. We assume

of course that bs, Ys > Obut ea< o. The bar over the dependent variables in
(2: 8)-(2: Il) denotes transaetions components, while total actual values
of the dependent variables aceording to coIlected statistical data appear
without the bar (see below).

Finally asavings funetion (2: 12) has been introduced. Industrial saving
is supposed to be a linear funetion of the leveIof, and changes in the

,leveI of sales. The derivation of this savings funetion from a simple profit
generation funetion will be given below.

5. Financial Disequilibrium Variable (A OS)

Values of the dependent variables in (2: 8)-(2: Il) as reeorded in statis
tical time-series data ex-post are denoted by H t, D t, L t and X t respective
ly. The financial disequilibrium variable is defined as:

AOS=X -X+L-L+H-il+D-D. (2: 13)

I II III

For testing the realization function, estimation of transactions eOID
ponents will pose no problem. Transactions components and the financial
disequilibrium variable are replaced by their function forms in or elim
inated from the realization function (see below). For the residual analysis
as weIl as the estimation of the financial model, to follow in Chapters 3
and 5, we need, however, an empirical specification of the transactions
components.
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When estimating (2: 8-11) in Chapter 3 the transactions compönents
H, 15, L and X will be replaced by their corresponding actual values, Le.

(2: 14a)

have been estimated.
Estimates of the transaction components will then be defined as:

(2: 14b)

where bl' el and fl are least squares estimates of bl' el and fl. A straight
forward interpretation would be that the "true" explanation to the
actual values of H, D, L and X is the left-handpart of (2:14a)-the
transactions component-plus an additive linear "shift" factor, say Zi'
plus arandom disturbanee term c: the expected value of which equals
zero. Thus from (2: 8) etc.

(2:14c)

As long as the linear component Zl and the disturbance term Cl are un
correlated with S and EC, least squares estimates of bl' el and fl in
(2: 14a) will A be unbiase? estimates of the same coefficients in (2: 14c).
Then [H -H], where H is defined by (2:14b), will also be unbiased
estimates of true deviations from transactions components Le. [H -il].

An estimate of the financial disequilibrium variable is thus defined as
the sum of computed residuals in the financial model for each period.
Particular interest has been devoted in Chapter 5 to the cyclical be
haviour of the two components (H -H) and (15 - D) in (2: 13) called the
financial buffer stock function of the "grey" credit market.17

We note, however, that primary emphasis has been placed there on an
alternative way of defining the transactions components of the two
credit functions. Deviations of actual stocks around transactions COffi

ponents have been studied in terms of shifts in the coefficients of the
linear functions (2:8,9). It is argued in Section 5:3, however, that as
long as the average credit period on the debt as weIl as asset side is
stable over time the above interpretation with an additive shift factor
should be quite appropriate.

11 See in particular Section 5: 4 and the last three paragraphs of Section 1.1.3. The
additive residual estimating procedure employed has been treated in detail in
Eliasson [1967 b, pp. 221 ft].
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6. Capital Budget (<1»

We define the net capital budget from (2: 8)-(2: 12) as:

<I> =SAV +Dt.EL +D.Ec -1jJ(~S, Dt.2S, D.EC) ,
~~' ..

I II III

where

1p = !lfl - Dt.jj +Dt.L +!lX.

(2: 15)

(2: 16)

Thus it is the sum of gross industrial savings (SAV) plus net long-term
borrowing on the controlled bond market (D.EL) and net borrowing in
the commercial banks (Dt.EC) , less net transactions demand for working
capital (1p).

Differentiating (2: 8)-(2: 11), it follows immediately from (2: 12) and
(2: 15, 16) that (see further Section 4.1):

(2: 17)

where

NI =b5 -b4 -ba+b2(I-ga) -bl (1 +ea)

N 5 = l-el (1 +ea).

The current capital budget is seen to be a linear function of sales (8),
the first and second differences in sales (Dt.S, !l2S), and borrowing in the
controlled bond market as weIl as in commercial banks (D.EL, !lEC). We
expect of course a5 > O. While the sign of N l cannot be specified a priori,
results from estimating the financial model (2: 8)-(2: 12), reveal that it
is negative for practically all sub-industry groups (see p. 57).

I+III in (2:15) may be labelled the internal component of the capital
budget, and II the external component. A fundamental assumption made
in our analysis of financial factors in investment behaviour has been
that the negative internaI component III (Le. 1p) represents a priority
claim on the current inflow of funds.

A prime consideration in financial planning is assumed to be the provi
sion of adequate funds for the current operations of the firm, Le. for
financing net current transactions. When this demand has been met the
residual <Il represents current funds available for investment and expan
sion, hence the name "residual funds theory" of investment as coined
by Meyer-Kuh [1957] and Meyer-Glauber [1964J. That a priority order
ing of this kind is common procedure among firms has been demonstrated
in a number of case studies, e.g. Donaldson [1961, pp. 71 ff.].
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vVl1en investment opportunities are ample, postponing the acquIsltlOI1
of financial assets and inventories required for transaction purposes may
appear profitable in order to provide temporary financing of investment
in fixed assets. A certain subjective cast in terms of increased risk-taking
is assumed to be associated with such behaviour. The larger the gap
between transactions demands and actual stock of working capital the
greater is the risk that firms might not be able to meet contracted de
liveries or to liquidate debts, etc. The opposite argument holds when in
vestment opportunities are not so ample, firms might then want to restare
transactions levels in the financial model as an alternative to fixed in
vestment. If transactions levels are initially exceeded, excess stocks of
assets would constitute a "cheap" source of finance which might permit
the realization of investment projects which would not other\vise be pro
fitable. 18 This is how the financial disequilibrium variable in (2: 1) and
(2: 4) should be interpreted. The factor (~2Af:1) represents a financial
equilibrating mechanism in investment behaviour. Excess stocks of as
sets (Aos>O) will stimulate investment (ceteris paribus) over and above
that possible with available current funds (Le. <D), thus lowering Af:1
We nate from (2: 7) that this mechanism (in the model) does not affect
plan revisions; A os disappeared from the realization function, im
plying that initial disequilibrium in (2: 1) has already influenced invest
ment planning. Furthermore, the current change in this disequilibrium
position has been assumed not to affect the current realization of plans
in (2: 4).19

As for the long-run equilibrium properties of the investment model
(2: 4), it will be shown in Section 4.2 that a long-run continuing equi
librium in the financial model defined by AfS =0 for all t means (un
der certain simplifying assumptions) that: (A) long-run increases in
output are determined by the coefficients of (2: 4) and the availability
of external funds of type fl.EL and fl.Ec; (B) in the long-run this growth
rate will cause the capacity gap (K* - K) in (2: 5) to converge towards O

and (O) the growth rate in productian realized each period assures equali
ty between I, 1* and <D in (2: 4).

Only one further assumption is needed to ensure consistent behaviour
in the long-run also. With regard to the formulation of our savings func
tian (2: 12), it might be asked what forces ensure that this equilibrium

18 In fact, this mechanism is analogous to what has come to be called "proportionate
control" in the theory of linear feed-back control systems.
19 It should be noted that this property is one of the ideas underlying the "dis

equilibrium approach" of the Stockholm school. See e.g. E. Lindahl [1939, pp.

60 ff. J.
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growth rate is maintained in the long-rune What happens if enough in
vestment opportunities are not available to induce sufficient investment
in the long-run to exhaust the budget? As the coefficients of the savings
function have been assumed constant, there is no possible outlet for ex
cess profits outside the group of firms, via e.g. increased dividends to
stockholders or accumulation of financial assets. Evidently both the
savings function (2: 12) and the investment function (2: 4) imply a funda
mental projitability assumption to be discussed ful'thel' in Section 4.2.

The implication is that all funds generated via the <P function (2: 15)
will be profitably invested by firms each period either in fixed or liquid
assets to improve their financial position (the expansionary postulate).
Whether this will be the case or not is of no consequence for the function
ing or consistency of the model as such. The profitability assumption is
in fact a property of the Inodel and can be derived from it. However,
when the nl0del is used to test investment behaviour during the post-war
period, the relevance of the expansional'y postulate becomes crucial, since
it is an a priori assumption implicit in all oul' l'esults. As argued in Sec
tion 2.1, we believe this a priori assertion, which indeed underlies oul'
basic assumption as to the existence of an investment reserve, to be borne
out by post-war experience.

7. Profit Generation and Plow-baclc

Current profits generated from business operations form the link be
tween optimal capital stock and the internal financing components of
the capital budget. Gross profits net of depreciation give optimal capital
stock according to (2: 6), and net of dividends and taxes equal gross
saving by definition. On the basis of results reported from a number of
empirical studies of the cyclical behaviour of profits, for annual data in
particular,20 we have not attempted any sophisticated approach to ex
plaining profits-this would require arather detailed account of pos
sible effects on income distribution of wage determination by manu
facturing industries as weIl as analysis of technological change and the
pl'oduction structure in general. One important reason for keeping such
factors outside our theory is that we wish in the final instance to estimate
only a realization function on annual investment data. The influence on
investment of price variables, that operate via the production structure
of firms (as for instance variations in the rate of interest) within a neo
classical framework, should in general be of such long-term nature as
not to show up as annual revisions of planned investment. If one wishes,

20 See e.g. Kuh [1960J and Hultgren [1960, 1965J.
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the influence oi such iacto1's may be thollght oi as operating via the un
specified Z variable in (2: 2) and (2: 5), or as included in factors deter
mining the investment reserve.

We assume that the generation of gross profits (11) can be approxi
mated by a linear function of output (Q) and the change in output

(~Q):

(2: 18)

il is gross profits (deflated by an index of e.g. final product prices),
defined as net deflated value added minus deflated current costs in
cluding wage payments. The change in output is designed to pick up the
rather regular cyclical pattern in gross profit margins observed. (2: 18)
may be viewed as a mark-up pricing explanation to gross profits, the
mark-up exhibiting a cyclical variability due to the linear component
'Y}26.Q. The quite common practice among firms to apply linear break~even
charts in their budgeting procedures points towards a linear specification
of the profit function as weIl as its derivates; the savings function (2: 25)
below and the capital budget (2: 17). In fact, in a recent study on quar
terly time~series data Evans (1968) reports on results that lend support
to a simple formulation like (2: 18).21

We, furthermore, assume a constant average life of capital equipment,
or (what is the same) a constant depreciation coefficient egiving:

D=eK t-l

and so the net income from total capital may be defined as:

I1N = I1-D= I1-eKt-l.

It follows from (2:3), (2:18) and (2:20) that:

K* =A'YhQ+A'Y}26.Q-AeKt-l-

(2: 19)

(2:20)

(2:21))

We assume, furthermore, that firms follow a policy of distributing a,

constant fraction d of gross profits in dividends. This is also an heroic:
assumption, although some empirical results suggest that it is a not un-

21 Evans found current sales and lagged sales (lagged three to eight months) and.
a capacity utilization variable to be the main factors behind nominal profits. A.
change-in-price variable did not perform as weIl, being significant in about haU
of the 20 sub-industry groups studied. As expected the lagged sales variable ap-
peared with a negative coefficient; Of. (2:18) which can easily be transformed into:

Premultiplying everywhere by a product price we obtain a slightly truncated
version of Evans' profit function.
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reasonable approximation in an aggregate context.22 Gross saving is now
defined as:

SAV = TI -dTI -t(IT -Ö) (2:22)

where deductible expenses other than CUITent costs (Ö) have been defined
as a linear function of Q.

(2:23)

and t stands for the corporate income tax rate. Ö includes both fiscal
depreciation charges, appropriations to investment funds (IF), to pension
funds and interest costs. Of course (2: 23) is a severely simplifying as
sumption which rids our theory of a number of co~plications.23

Note the circumflex over SAV indicating that the variable should be
deflated by some suitable price index. We have chosen in this monograph
to derive our investment relationship only under the assumption of con
stant relative prices for investment goods and products. Furthermore,
we have (implicitly) assumed product prices to be a relevant measure of
consumer prices, i.e. a relevant deflator of money wages and other cost
components which are deducted from sales to give a measure of gross
profit. Finally, we abstract from intermediate goods in the production
process and the difficult problem of involuntary or unexpected varia
tions in stocks of finished goods around desired transactions levels. 24

We may now impose the condition that:

S=Q.

Combining (2: 22, 23) and (2: 18) we obtain:

SAV =a5Q+b5~Q+f5'

(2: 24)

(2:25)

22 See e.g. Lintner [1956J and Brittain [1966J. The ratio of dividends to gross profits
for total manufacturing industry in Sweden fluctuated rather narrowly around 20
percent during the period 1950-63. See Eliasson [1967 b, pp. 206ff.J.
28 A more detailed discussion on this point is found in Eliasson [1967 b, pp. 206ff.J.
24 We assume quite simply that the volume of intermediate goods as weIl as stocks
of finished goods are directly proportional to sales volume. The specification of
this assumption in our formal apparatus will only add a number of constant factors
of adjustment to our coefficients. There is little need to go through that formally.
The assumption as to stocks of finished goods is not necessarily at variance with
(2: Il). The transactions inventories function explain all kinds of inventories,
Le. stocks of raw materials and goods-in-process also. We might quite weIl imagine
transactions levels in stocks of finished goods to be realized each period as assumed
above; however, this is not a very satisfactory assumption in view of the observed
behaviour of firms.
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where

a5 = (l-d -t)rJl +tfll

b5 = (l-d -t)rJ2

15=tfl2'

(2:25) is identical with (2:12) provided (2:24) holds. Then SAV=SAV.

A fundamental assumption in estimating (2: 12) or (2: 25) is that a5, b5

and 15 can be approximated as constant over time. This is not as un
reasonable as it nlay appear at first sight. The constancy of rJv 172 and d
is implicit in (2: 18) and (2: 22). The Government action parameter t has
only been varied within narrow limits during the observation period.
Similarly output and capital stock have developed approximately paral
lel. Since depreciation charges for taxation purposes should follow capital
stock, this component in Ö should also vary roughly in proportion to Q

over time. Furthermore, we know that the sum of appropriations to pen
sion funds and to investment funds and retained earnings has been a
fairly constant fraction of gross saving over time. Thus the constancy of
fl! in (2 :23) does not seem at all implausible. The fact that gross profit
margins defined as (fI/S) have shown a slight decline since the end of
the fifties while gross savings margins defined as (SAV/S) have remained
stable, or rather increased slightly (suggesting a zero or numerically
small intercept 15 in (2: 12))25 may largely be attributed to reduced taxa
tian payments due to increased fiscal depreciation charges.26

8. The Realization Function Reconsidered

Imposing (2: 24) and assuming the coefficients of (2: 17) to be identical
for both ex-ante planning and ex-post realization, we can write:

<Il -<I>e =a5(Q _Qe) + (D.EL -D.ELe) +N5(D.Ec -D.Ece) +

+N1 (D.Q -D.Qe) -C4 (D.2Q_!J,.2Qe).

This simplifies to:

since by definition:

(2: 27)

25 Indeed 15 turned out to be numerical1y small and negative in all sub-industry

groups. See Table 3: l in Section 3.2.
26 This is shown to have been the case in Eliasson [1967 a]. See Tables l: 6 on p.
219 and 2: 3 on p. 246.
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and similarly for (~2Q _~2Qe). As before the superscript e denotes an
expectations variable.

Similarly we obtain from (2:2), (2:5) and (2:21):

(2: 28)

Evidently both K t- 1 and Zt-l [see (2:2) and (2:5)] vanish from the
realization function, since they are both assuITled identical in the ex
ante and ex-post relationships. This demonstrates one of the principal
advantages of the realization function approach noted already by Modi
gliani-Cohen [1961, p. 119 f.J; namely that the realization function should
in general require less explanatory factors than the total number of its
component relations.

Combining (2:26) and (2:28) as in (2:7), we obtain quite simply:

(2 :29)

where

lXI = (1-~1) (a5 +N1 -c4 ) +~lAa(th +1]2)

lX2 = 1-~1

lX~ = (1- ~1)N5.

9. Assumptions as to Expectations

The realization function (2: 29) contains three expectations variables;
~Qe, ~ELe and ~Ece. Lacking statistical data for these entities, we have
constructed substitute measures.

As for anticipated output and sales we expect this to be dependent
upon past sales experience. In principle the properties of this relationship
in the past could have been established by some form of distributed lag
approach. The limited number of time-series observations available, how
ever, prevented this approach from being followed through. Further,
no relevant data on sales anticipations or production plans were available.
In practice, then, we had to impose upon our model a priori assumptions
as to the anticipations lag structure. More precisely an unweighted meas
ure of changes in output during the past five, and alternatively two, years
will be assumed to represent anticipated production changes during the
ensuing period. As far as the specification of the model is concerned, this
expectations function is a special case of the traditional distributed lag
approach. The fact that we employ a priori an unweighted moving average
as an expectations variable, Le. a flat time distribution of the weighting
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system, frees us from the problem of estimating the weights from the
limited time-series data available.

A third alternative was also tried. This amounted to an assumption
that anticipations as to production will always be realized up to a con
stant fraction, Le.

(2:30)

If Yl = 1 production expectations ""vill always be fulfilled. If Yl = O re
ported plans are based upon a helief that the current level of production
will not change during the next period (year). It ,vill not be possible to
establish empirically the size of Yl'

The crudeness of these anticipations alternatives is apparent. How
ever, the work on sales anticipations data which is available for a number
of years back in the U. S. has produced results surprisingly favourable
to our simple approach. Modigliani-Sauerlender [1957] report that quite
"naive" projections of the past may serve as satisfactory measures of
sales anticipations. Similar results have been reported by Carlson [1967J.
Okun [1962] stresses the observed fact that sales anticipations data col
lected are only slightly better than "naive" trend projections of last
year's sales in the sense of hitting actual sales. Furthermore, he notes
that "predictive performanee" improves with the level of aggregation.
Still revisions in sales anticipations data have proved useful in explaining
investment behaviour as weIl as revisions in investment plans, and in
deed this is the kind of proper use to which such data should be put.
Because of (2: 27) it makes 110 difference whether such "trend" projec
tions are applied to the level of sales (or output), or first and higher order
differences. This is also true if we assume expected sales to be a function
of past sales levels as weIl as changes in sales as proposed by Metzler
[1941], Moriguchi [1967] and others. Differences between sales levels ex-
post and ex-ante will be the same as differences between changes in the
levels of sales ex-post and ex-ante, irrespective of which factors deter
mine expectations. The problem is, however, that use of a more sophis
ticated anticipations structure than the simple moving average would
make the a priori numerical specification of the expectations function
an indeed questionable task for the investigator.

Alternatively, we may say that the sales expectations variable for
inclusion in the realization function must be defined in such a way as to
operate on plan revisions only. Past experience of any kind, attitudes to
ri~k-taking etc., should quite realistically be expected to affect invest
ment planning. However, such factors do not necessarily have to operate
via sales anticipations. Reinterpreting our hypothesis in this manner
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makes it compatible with the inclusion of any historical datum (initial
conditian) provided it also affects investment ex-post. The Z-vector of
unspecified initial conditions has been included to take care of such con
tingencies. Indeed, the Fisher [1962, Chapter 2] argument is that the in
fluence of the past does not necessarily have to decline mechanically
with time as assumed in traditional distributed lags approaches, but
rather that the influence today of some crucial factor from the past,
such as a liquidity crisis or an extreme drop in sales, remains intact for
a very long period of time. The lasting influence of the Great Depression
on business mentality is one example. Such factors may quite realistically
be assumed to affect investment directly. The only problem is whether
they influence the formation of investment plans as strongIyas the real
ization of plans-as is assumed in this study-or not. If they do, then
these factors vanish from the realization function.

It should be evident that all three sales expectations alternatives
described above will produce a systematic underestimation of realized
sales if sales are monotonically increasing and vice versa. Furthermore,
the shorter the past period of influence the more pronounced will the
tendency be to underestimate sales in the upswing and vice versa. The
hypothesis so often met in business cycle theory that tomorrow will be
the same as today (Yl =0 in (2: 30)) is the myopic expectations alternative
when this bias will always be present.

The nature of the Swedish credit market controls leads us to believe
that investment plans have been drawn up and reported on the assump
tion that access to the bond market will not be granted. At least, it seems
highly probable that projects will not normally be reported jf their
realization is dependent upon access to such uncertain sources of finance.
Thus we assume

(2: 31)

The testing of our realization functions rests on the a priori presump
tion that reported investment plans have been drawn up on the assump
t/ion of a "closed" or non-accessible bond market.

As far as the expected availability of commercial bank credit is con
cerned, we assume (analogously to (2: 30)) that expectations will always
hR fulfilled up to a constant fraction, or:

(2: 32)

This fraction may weIl be unity, of course, implying that reported in
vestment projects which are conditionaI upon commercial bank credit
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will always be realized, if such credits have been arranged in advance.
Then, no disappointments in credit availability as weIl as no consequent
plan revisions will occur. In addition, the previous analysis (Section 1.2)
suggests that commercial bank credit should not figure importantly
in investment decisions.

10. Exclusion Hypothesis

A common experience in working with investment anticipations data is
the systematic overestimation of plans for the immediate future. When
the planning period exceeds half a year an increasingly downward bias
appears in reported plans. The first·mentioned phenome;non of over
estimating seems to be the result of frequent delays in the actual erec
tion of buildings and installation of machinery and equipnlent.

There are many possible explanations for the systematic downward
bias for longer planning periods. We have found that the systematic
part of deviations between planned and realized investment may real
istically be accounted for by the omission of a large number of minor
projects or maintenance work which have for some reason been forgotten
when plans were reported or simply not considered necessary to plan for.
A second (and highly plausible) hypothesis is that a large number of
planned investment projects cannot be allocated to a definite time period
too far in advance. There are reasons for believing that such investment
projects with no precise time-table for their completion will not generally
be reported in the questionnaires.27 These two explanations have been
termed the exclusion hypothesis. We assume that the systematic devia
tion between reported plans and realized investment is directly propor
tional to the size of the investment plan itself. A term l/.,4IP is therefore
added to the realization function. Substituting (2: 31) for åELe and (2: 32)
for 6.Ece, (2: 29) can be reformulated as:

(2: 33)

where

This is in principle the main investment realization function to be sub
jected to empirical testing in the next chapter. It may be noted now that
dropping the assumption of constant prices may be shown (as described
briefly in Section 3.3) to yield an additionallinear influence from an in
vestment goods price variable. If the influence of product prices on plan

27 This second hypothesis is elaborated upon in Eliasson [1965, pp. 44-57J.
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revisions is, furthermore, assumed (for simplicity) to be linearly as
sociated with the plan itself we obtain what has been called basic model
[lJ in Section 3.3 below.

In (2: 33) annual plan revisions are linearly dependent on current devia
tions from expected output (or sales), current borrowing in the bond
and debenture market and in commercial banks, as 'vell as on the invest
ment plan itself. When the simple expectations alternative (2: 30) is used
deviations from expected output are easily shown to be directly propor
tional to changes in output which is the case in basic models [II], [III]
a,nd [IV] in Section 3.3 below.

2.4 Causal Structure of the Model

The causal structure of our capital budgeting theory of investment plan
ning is illustrated in Diagram 2: 1. Planning for period t starts in the
·upper left-hand corner of the diagram with a number of exogenously
'given initial conditions; the character of an initial disequilibrium in
financial stocks represented by Ar:'l' initial stock of capital equipment
(=K t- l ) and a number of past productian levels which generate the ex
pected level of output or sales (Qe) via the expectations function. Ex
pected output gives expected net profits. Expected net profits together
with existing productive capacity and the vector of unspecified initial
conditions (=Z t-l) yield expected optimal investment (= l*e) via the
accelerator mechanism in the upper middle part of the diagram. Expected
profits also give expected gross saving. Expected output when fed inta
the financial model together with expected availability of controlled ex
ternal finance and expected gross saving, generates the capital budget
ex-ante (= <De).

A linear combination of expected optimal investment (l*e), the capital
budget ex-ante (<De) and the financial disequilibrium variable, constitutes
the investment planning function lP in the upper right-hand corner of
the diagram.

The investment function ex-post, l, is similarly derived in the lower
right-hand part of the diagram.

By definition, a derived form of the model, Le. the realization function
R, is obtained as the difference between the investment function and the
investment planning function at the far right-hand of the diagram.

By abstracting from all sources of finance (including equity issues)
not explicit in the model the financial system may easily be closed.
Changes in the financial disequilibrium variable during period t and con
sequently initial disequilibrium conditions for the following planning
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Diagram 2: 1. Causal structure of the modela
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period t +l (see lower right-hand corner of the diagram) are defined as
the difference between the capital budget ex-post and gross investment.
Similarly, if economic depreciation is subtracted from gross investment I,
and the net investment figure so obtained added to initial capital stock
K t-l' then initial capital stock for period t -t-l, Le. K t, is given by defini
tion. Lastly, feeding realized output during t into the anticipations func
tion generates new sales or production expectations for period t+ l. A
more explicit analysis of this procedure follows in Section 4.2, where
the investment model is discussed within the more general context of
economic growth.

The recursive property of investment planning assumed should be
evident from Diagram 2: 1. The recursiveness and consequent causal
structure is only partly produced by the lag structure specified in the
model, the validity of which has been advocated e.g. by Wold;28 rather it
follows from a stepwise process of decision-making and planning where
the relationships between the variables, which are not necessarily sep
arated in time, are assymetrical in the sense of Simon [1953J. There is
much substance in the argument that decision-making within firms fol
lows a procedure similar to this recursive scheme. The division of a large
corporation into a number of functional units each typified by the charac
ter of its activities (sales, production, finance, etc.) makes interdependent
decision-making very cumbersome and costly. The same should hold also
for iterative procedures, where the results of each trial constitute the
initial conditions for a new test run in order to reach an "optimal" deci
sion. These considerations suggest that the decentralized decision and
planning procedure common within large firms should be characterized
by numerous inconsistencies and deviations from "optimal" behaviour.
The argument for interdependence, however, is strengthened where real
ized behaviour and aggregate relationships are concerned, as: is the case
in this study. Within firms incorrect decisions should be reflected in cor
rective revisions ex-post among variables, which span over the entire
range of action. Unplanned cyclical variations in inventories, for ex
ample, are excluded of course from the planning procedure, but ex-post
a corrective adjustment has to take place. In our model, this would imply
a degree of interdependence, since the prime financial buffer against such
variations is cashholding. We have deliberately abstracted from this pos
sibility in the model.29 Finally, the extent of dissemination of information
between firms as to the future development of certain anticipations

28 See e.g. Wold [1952, pp. 49ff.J or Wold [1956J. See also Bentzel-Hansen [1954].
29 In fact, corrective adjustments in this respect would be concealed as off.setting
variations between the two buffer·stock components (L - L) and (X - X) in (2: 13).
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variab es is liable to strengthen the impact of incorrect expectations at
the aggregate level. Also such factors should show up as interdependencies
in a macro theory of firm behaviour.

In conclusion then, there are reasons to believe that the specification
of the ex-ante structure should be simpler than its ex-post counterpart.
The projection of expectations and the drawing of plans within firms
necessarily have to be a not too complicated matter to handle. As I have
attempted to indicate scattered evidence available on firm behaviour,
support the hypothesis that rather simple rules and conceptions guide
firms into an uncertain future.

On the other hand-as we have indicated above and in earlier sections,
and will dwell on at length in what follows-by accepting the ex-post
part of the model as a relevant explanation of firm behaviour ex-post at
a macro level we run a risk of misspecification. This is so even though the
ex-ante part be correct. One objection indicated is that the ex-post model
quite plausibly should be non-recursive. A second objection refers to the
linear specification of (2: l) and (2: 4) in particular, which contribute
importantly to the very simple specification of the realization function
obtained. Nevertheless there are means of keeping these problems under
at least partiai control. Residual testing of the realization function as ,vell
as the credit functions (2: 8, 9) is one way of taking care of unspecified
factors deemed to be important or too rough approximations as to func
tional form. (Sections 3.2.2, 3.3.4 and 5.2.) The technique of not closing
the financial system of the modellessens the risk of misspecification as
far as interdependencies are concerned (see e.g. p. 53). The possibility of
testing for predictive performance, thirdly, provides a further check on
misspecifications. Lastly, the circumstance that more refined theoretical
structures have often been reduced to rather crude outlines of the original
when confronted with empirical data, provides some reassurance for
what follows.

The problems just mentioned need not disturb us as long as we stay
within the realm of clean theory. When we now turn to the much harder
crux of empirical application and a desire to reach interesting, relevant
and hopefully not misleading conclusions? the rroblem of specification

gas t<? 1:>e c~rrentl~ kept in minClt
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CHAPTER 3

Application of the
capital budgeting theory

3.1 Econometric Method
The recursive nature of our theory allows a step-wise testing procedure
to be applied. First, the empirical results for the financial model are
reported on. These are followed by the empirical results for the realiza
tion function, which are in turn based partly on the estimated coefficients
in the financial model. Thirdly, a brief account is given of the outcome
of the residual analysis mentioned in the previous chapter, and a number
of ad hoc regression experiments with new variables. Fourthly, and lastly,
two simulations including one ex-post prediction for the years 1964-67
are performed.

The annual time-series material covers the period 1950-63. The tests
concern seven sub-industry groups within manufacturing industry (inc!.
mining). Firms with less than 50 employed workers are excluded from
the statistical material. Furthermore, investment data have been sub
divided into (1) purchases of machinery and equipment, and (2) con
struction investment, both exclusive of maintenance. Except for IlQ all
variables, including investment plans and realized investment, are meas
ured at current prices.

A principal objective of this study has been to present a theory able
to explain observed phenomena in a positivistic sense. Accordingly, our
theory should rest' on a set of postulates, or be given a priori an empirical
content which is testable. This in turn requires assumptions which are at
least approximately supported by empirical evidence-or are in principle
believed to be. FoIlowing Koopmans [1957, p. 199J we may say that the
"'econometric' approach to the measurement of behaviour equations,
... , emphasizes the combination of a priori knowledge or assumptions
with observation." As we just said, the a priori knowledge then has to
be fairly weIl supported from empirical sources extraneous to the sta
tistical data used for testing. Refutation of essentiaI parts of our theory
would then be a surprising and unexpected turn of events. Still, however,
our a priori knowledge or information might very weIl be open to several
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interpretations. In principle, such interpretations cannot be made within

our theoretical framework.
The a priori knowledge implicit in the choice of variables, functional

form as weIl as the overall specification of the causal structure of the
system of relationships is fairly weIl supported in essentiaI parts by in
stitutional evidence and a number of earlier investigations, mainly in the
U. S. Some scattered pieces of evidence in this respect have been referred
to in the previous chapters; the reader is referred to the Swedish version
of this study for a more systematic presentation.!

We would expect the same theoretical structure to hold for each sub

industry group. The only divergence allowed a priori concerns the nume
rical values (not signs) of the coefficients. Assuming that the disturbance
terms have the conventional properties, and considering the recursive
structure of our theory, a traditional one-tail t-test has been applied to
each variable in each structural equation (2: 7)-(2: 12). On the sub·
industry level each individual variable was tested at the 15 percent level
of significance. By this standard and 14 observations estimated coef
ficients are not allowed to exceed nun1erically their standard errors. The
overall trial for our theory is a composite test for all sub-industry groups.
We require acceptance on the sub-industry level in at least four out of
the seven cases possible.

Provided the disturbance terms in individual linear relations are in
dependent between industry groups the probability of rejecting a correct
null hypothesis (in favour of an erroneous alternative hypothesis, the
theory) in the composite test is binomially distributed and approximately
one percent if at least four out of seven industry tests have to be passed.2

To uphold the independence assumption strictly would be unreasonable.
We expect therefore to work with a composite level of significance of un
specified valne ranging between one and 15 percent, probably quite far
below 15 percent.3 It should be emphasized that the rejection of a com-

1 Eliasson [1967 bJ. See in particular Chapters l and 2. Supplement I contains a

comprehensive survey of the results to date from applied investment theory.
2 The composite risk level is then

7

p= L (~)OJ15v(1-0,15)7-v~O,OI.
v=4

Provided we assume a priori that the coefficients of each explanatory variable be
numerically equal and of same sign between industries a pooling of time-series and
cross-section industry data would have been permissible in principle.
3 We may of course imagine a dependence between disturbanee terms of such a
nature that the lower significance boundary is lower than one percent and possibly

zero percent. This would imply a specijic pattern of negative covariances between
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posite hypothesis concerns all individual sub-industries taken together.
We may not accept a hypothesis for a sub-industry group which has been
rejected in the composite test. It should be noted explicitly that the
principal objective of disaggregating the manufacturing sector into sub
industry groups has been to procure more information for testing our
theory, not to investigate particular characteristics at the sub-industry
level.

This procedure has been adhered to strictly throughout all parts of
our theory.4 A residual analysis, and finally a number of regression ex
periments follow. The regression experiments do not pretend to con
stitute theory testing but rather an attelupt to screen the statistical ma
terial for suggestions to be tested later on fresh data.

We note lastly that the possibility of formally closing the financial
system of the total model n1entioned in Section 2: 4 and to be discussed
further in Section 4: 2 if maintained a priori as relevant is liable to in
troduce into the otherwise recursive structure an element of interde
pendency between disturbanee terms. This follows immediately from
(2: 13) and (4: 13). For the testing of the realization function this is of
no consequence, since interdependent factors are by then eliminated.
(2:13) and (4:13), however, lay a restriction on disturbanee terms in
the financial model (2:8-11). Since the financial subsection of our model
is characterized by numerous open ends (4: 13) is by no means a relevant
specification for the empirical application. SubstantiaI amounts of finance
besides gross saving and what is included in the fl.EL and fl.Ec variables
figure in business finance. We may thus in practice neglect this possible
interdependency.

3.2 The Financial Model
The basic assumptions regarding financial behaviour are presented in
the form of the financial model (2: 8-12). Actual stocks of trade debts
and trade credits, the actual stock of liquid assets (cash and demand

disturbance tern1S. Since we expect existing dependencies to figure as positive
covariances, we disregard this complication.
4 In a sense this is not strictly true. The original set of variables included in the
realization function to be tested was too large cornpared tö the number of observa
tions to allow simultaneous estimation. In fact, four basic functions were derived
from the basic theoretical structure. One of these was presented in the previous
chapter, derived in the case of constant prices and including an additive price
variable to correct for price changes. For that reason a preliminary step-wise
screening of variables was necessary. See further Section 3.3.1 and Eliasson [1967 b,

pp. 131 ff. and pp. 149ff.].
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deposits) and inventories have all been regressed on inter alia a sales
variable. Furthermore, gross industrial saving (Le. retained earnings and
depreciation allowances) was estimated as a linear function of the level
of and changes in the level of sales. Note that the dependent variables
were those actually measured, not the transactions components (see
Section 2.3.5).

1. Transactions Liquidity and lnventories Functions

As expected the simple form of the cash-holding and the inventories5 hy
potheses did not fare favourably in our tests. The transactions hypotheses
implicit in the sales variable were accepted. However, only a modest
fraction of the total variance of the dependent variables (around fifty
percent on the average) was explained. Thus, the buffer-stock com
ponents [(X-X) and (L-L) in (2:13)] were in general substantial, the
reason being that a large number of important explanatory factors did
not figure in the functions. Essentially these two functions amount to
only a more sophisticated form of trend-fitting. The empirical results
have not been recorded.6

In a study of quarterly time-series data by Anderson [1964] an equally
vague result is reported for the sales variable in a liquidity function.
Anderson believed this to be a consequence of the strong dependence of
cash.holding on daily transactions needs. We used end-of-year figures
for liquidity stocks, but a more relevant measure should be an average
figure for the year.

Finally, some regression experiments were performed on the liquidity
function. Among other variables, we added the change in total inven
tories as an explanatory factor. As expected, a slight tendency was ob
served, but not "significant" in terms of our criteria, for liquid assets
and inventories to vary anticyclically. There are reasons for believing
that some off-setting variations take place between the two buffer-stock
components (X -X) and (L-L) in (2:13). "Involuntary" accumulation
of inventories during the early recession in particular may be expected
to be financed through temporary reductions in liquidity below desired
transactions leveIs.

2. "Grey" Oredit Market7

Part of the empirical application of the financial model consisted of in
vestigating trade credit flows. The length of credit periods and their sen-

6 Due to lack of statistical data the inventories function had to be estimated on a
flow basis.
6 See Tables 4:3 (p. 113) and 4:5 (p. 119) in Eliasson [1967b].
7 The term has been defined in this study to cover trade credits between firms.
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sitivity to monetary policy measures were of particular interest. Since
the whole of Chapter 5 has been devoted to a theoretical and empirical
investigation of trade credit flows, or-in our terminology-the "grey"
credit market, only the main empirical results will be reported here. As
expected, the stocks of trade credits and trade debts were found to be
highly correlated with the level of sales. Furthermore, the extent of COID

merciaI bank borrowing was positively correlated with the stock of trade
credits allowed. However, no conclusive statistical evidence has been
found to support the hypothesis that a general credit squeeze results in a
lengthening of the average credit period and an expansion of the "grey"
credit market over and above the increase generated by the growth in
sales.

The buffer-stock components (H-fl) and (D-D) in (2:13) were in
general quite small numerically. A test as to sign, magnitude and direc
tion of change for sub-industry groups described in Chapter 5 yielded
results which were generally inconclusive or opposite to a priori expecta
tions. Our data do not support the contention that the "grey" credit
market constitutes a stand-by resource for investment finance when
monetary policy is tight.

3. Savings Function

Estimation of the savings function (2: 12) lent no statistical support to
the hypothesis of cyclical variability in profit margins implicit in the
change-of-sales variable. Table 3: 1 presents the results of a revised
estimate of the savings function with ilS excluded. As expected, the level
of gross industrial saving followed the level of sales rather closely. The
numerically small valnes of the intercepts suggest a relationship quite
elose to direet proportionality, or rather (since all intercepts except one
are negative) that the average savings to sales ratio (the savings margin,
SAV/S) increases slightly with sales. On the aggregate industry level gross
saving equals 7 percent of sales on average.

4. Oapital Budget

The regression results from the financial model allow numerical specifica
tion of the net capital budget (2: 15) or (2: 17) in Chapter 2.

<I> = asS +IlEL + /lEc+N1 IlS +N2 b.2S +NallEc +Is

N 1 =bs-b4 -ba+b2(l-ga)-b1 (1 + ea)
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Table 3: l. Savings function, estimated coefficients by branch

SAV = aS + b observation period: 1950-63.

el b R

1. Mining, metal- and 0.09 - 27 0.889
engineering industries (0.01)

2. Stone and clay 0.11 - Il 0.868
(0.02)

3. W ood, pulp and paper 0.05 201 0.505
(0.03)

4. Printing and allied 0.07 - 22 0.946
industries (0.01)

5. Food manufacturing 0.03 - 71 0.897
industries (O.OI)

6. Textile., leather- and 0.11 -199 0.925
rubber industries (0.01)

7. Chemical industries 0.13 -125 0.863
(0.02)

Total manufacturing 0.07 -116 0.907
(0.01)

N 2 = (-1)c4

N 3 = -el(l +e3 ).

Table 3: 2 gives the results of this computation.8

As expected, practically all estimates of NI were found to be nega
tive; the accumulation of working capital generates a net demand for
funds. Except for the engineering industries and mining in no sub-in
dustry group was borrowing in the "grey" credit market large enough to
generate a surplus over and above the extension of trade credit, and in
creases in the transactions demand for both cash and inventories. In
general, the prior claim on funds generated by the accumulation of work
ing capital proved quite substantial, amounting on average to 30 percent
of the increase in sales value.

Gross savings have been expressed in (2: 12) as a linear function of
the level of sales and changes in the level of sales. The coefficients of S,
i.e. a5 in the savings function, turned out to be small compared to the
negative coefficients NI in the capital budget. The faster the growth in
sales, the larger the net demand for funds felt from the accumulation of
working capital and the larger (relatively) the drain on internal sources

8 All variables which did not pass the composite test have been given coefficients
equal to zero. The same holds for 15 in (2: 12) and as weIl for 14 in (2: Il) since this
latter equation was estimated on a flow basis.
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Table 3: 2. Numerical specijication oj the capital budget by sub-industrya

Sub-industry as N} N2 Ns

1. Mining, metal- and
engineering industries 0.09 0.05 -3.9

2. Stone and clay 0.11 -0.33

3. Wood, pulp and paper 0.05 -0.06 0.13 - 2.1

4. Printing and allied industries 0.07 -0.32 0.07

5. Food manufacturing
industries 0.03 - 0.01 -2.8

6. Textile-, leather- and
rubber industries 0.11 -0.29 -0.7

7. Chemical industries 0.13 -0.60 0.13

Total manufacturing 0.07 -0.30 -3.3

a For an explanation of symbols, the reader is referred to the formal representation
of the capital budget above.

of funds. The opposite holds for a decrease in sales. In general a change
in the growth rate of sales generates a numerically smaller growth rate in
the capital budget <1>. In principle, a maximum critical growth rate will
exist for each industry group at which all internally generated funds have
to be allocated to current working capital requirements. As will be shown
in Section 4: 1, this critical growth rate is determined by the coefficients
of the capital budget. For all sub-industry groups it exceeds the rates of
change in sales experienced during the post-war period by a substantiai
margin. However, this mechanism should gellerate anticyclical variations
in investment if no accelerator mechanism affects investment spending
as in (2: 4) and if the size of the capital budget is a principal determinant
of investment. An accelerated rate of growth in sales will retard the rate
of growth in investment, provided no external funds are available to help
maintain investment. It should be evident that the <D-function is the
crucial factor through which monetary policy may influence investment.
A numerical simulation at the aggregate industry level is shown below
to illustrate the numerical properties of the capital budget. The reader
should also be aware of the fact that this same capital budget has been
applied in Chapter 6 to forecast long-run manufacturing demands on the
money markets for the period 1965-70.

5. Ex-post Simulations of the Capital Budget

Diagram 3: 1 brings out certain features of the capital budgeting ap
proach to an investment theory. From beloware shown the annual per
centage change in sales (D.SjS) , the net estimated internal component
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at the capita1 budget (cD!), the estimated total net capit~l budget «hg
and gross investment (1).1° It is immediately evident that <Dl' the interna1
component of the capital budget, varies inversely with the percentage
change in sales. The widening gap between l and <il from the late fifties
and onwards is largely made good by increased availability of controlled
external funds from the organized credit market, i.e. t1EL and t1Ec. The
balance is accounted for by other forms of external finance, mainly equity
issues and current deviations from the transactions components of work
ing capital (cash, net trade credits, etc.). Until1958 the capital budget <il
covered investment spending amply and allowed an increase in liquidity
and financial assets which was subsequently depleted during the late
fifties and onwards. Quick liquidity, i.e. cash-holding as a percentage of
sales also increased substantially during the middle of the fifties, but fell
during the sixties. Table l: l in the previous chapter reveals that equity
issues were unusually large during the years 1961, 1964 and 1965, when
business prospects were good, investment opportunities ample, stock
prices high and consequently equity finance relatively cheap.

3.3 The Realization Function

l. lnvestment Behaviour-Machinery

Our principal problem has been to investigate the determinants of short
run investment, here defined as annual revisions in reported investment
plans.

Due to lack of useful data on planned and realized construction for
the whole of the observation period our main interest has been confined
to investment in machinery and equipment (excl. maintenance). In fact
the Government controi of industrial construction mentioned earlier
makes interpretation of plan revisions before 1958 in terms of a realiza
tion function doubtful. Still, a realization function for construction in
vestment has been estimated for the years after 1957, but the results
should be interpreted with due caution.

From a general set of assumptions the following realization function
was derived in the Swedish version of this monograph:

p designates the level of final product prices and pI the price level of in-

9 Besides new issues of bonds and debentures, !1EL here includes direct net borrowing
in insurance companies and commercial banks.
10 Here from the profit statistics of Sweden.

58



Diagram 3: 1. Ex-post simulations of the capital budget 1952-65
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vestment goods. The remaining variables were defined in Chapter 2. Im
posing a linear functional form on the structural relations of our theory
and various simplifying assumptions this general form can be resolved
into the four basic realization functions:

l - lP = (Xl (LlQ - LlQe) +(X2~EL +(X3~EC+a4l P+(Xs (~pIlP)

I -IP={3I~Q+f32~S+f33~EL+f34IP

I - lP =YI~S +Y2t1EL +Y3lP

I -IP=ål~SAV +å2~EL+o3lP.

(I)

(II)

(III)

(IV)

Basic model (I) was derived in Chapter 2 and contains our principal
hypotheses. Basic model (II) isolates explicitly the influence of the ac
celerator mechanism from that of the capital budget. (X3 and (xs were both
assumed to be zero. In principle this procedure required that firms ex
pect product prices to increase at a constant rate. Furthermore, only
the simple expectations alternative (2 :30) was applied. The high degree of
collinearity between changes in sales value and changes in output made
this approach a priori rather questionable.11 Basic models (III) and (IV)
are variations of the pure capital budgeting case. In (III) the internaI
component of the capital budget is represented by the change in sales
variable, while in (IV) the whole financial model has been discarded ex
cept for the savings function. Thus changes in saving (~SAV) have been
included as an explanatory variable instead of ;).S. The condition (X3 =

(XS =0 as weIl as (2: 30) have been imposed in both cases.12 Excluding
;)'EL and lP from (IV) we get a realization investment function, which may
be said to correspond to the pure residual funds case of Meyer-Kuh
[1957] and Meyer-Glauber [1964].

Basic model (I) still contained too many variables for simultaneous
regression on 14 annual observations. Furthermore, our approach in
volved three alternative hypotheses, as to sales anticipations. The screen
ing procedure adopted was as follows. Firstly, ;).Ec and (~pIIP) were ex
cluded from basic model (I) and the truncated function estimated separa
tely for each of the three alternative assumptions as to expectations.
Surprisingly enough, only the simple expectations alternative (2: 30) Le.
;).Qe = yt:,.Q proved significant in ternlS of our composite test criteria. Re-

11 In principle basic model (II) corresponds to the inclusion of one accelerator and
one internal finance variable together in a linear investment function, as e.g. in de
Leeuw [1962]. De Leeuw also observed a high degree of collinearity between the
two variables.
12 A few additional approximations are also required. See Eliasson [1967 b, pp.
146ft].
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Table 3: 3. Basic realization function (1), investment in machine?"y and equip-
ment (M), results from esti?nation by sub -industrya

IM _]PM = C(ILiQ + C(2t1EL + C(a/
PM observation period: 1950-63

Sub-industry C(l C(2 C(a R

1. Mining, rnetal- and 0.013 0.317 0.082 0.556
engineering industries (0.037) (0.213) (0.088)

2. Stone and clay 0.111 0.001 0.270 0.595
(0.058) (0.184) (0.079)

3. Wooc1, pulp and paper 0.020 0.320 0.114 0.664
(0.019) (0.130) (0.050)

4. Printing and allied 0.133 2.108 0.191 0.574
industries (0.074) (1.308) (0.100)

5. Food manufacturing 0.054 0.369 0.215 0.569
industries (0.033) (1.385) (0.079)

6. Textile., leather- and 0.023 1.749 0.276 0.691
rubber industries (0.01I) (1.245) (0.046)

7. Chemical industries 0.029 - 1.097 0.274 0.635
(0.032) (0.385) (0.081)

Total Manufacturing 0.033 0.175 0.144 0.774
(0.023) '0.137) (0.044)

a The standard regression programme used calculates all moments around zero
means, "\vhen the regression plane is forced through the origin, as in the case of
the realization function. As for the coefficients and standard errors in this case
unbiased estimators should be calculated around zero means compared to standard
formula3. The multiple correlation coefficient, however, will be too large. For this
reason the R's in the table have been adjusted for this bias. This correction was
not made in Eliasson (1967 b, p. 153).

taining this expectations alternative, the two relnaining variables were
included stepwise in two separate regressions; neither variable "vas, how
ever, significant. Thus abasic realization function of the form

I - lP =ctl~Q +ct2f1E L +ctalP

performed best. The results are recorded in Table 3: 3. The superscript
M stands for Machinery. Diagram 3: 2 compares the aggregated simulated
values for individual industries with total manufacturing investment and
plan revisions. For f1Q "ve observed significant results in five out of seven
sub-industry groups, while f1EL produced significant results in four in
dustry groups and the exclusion hypothesis in six. This simplified form
of the basic model (I) thuspassed the composite test by a substantiaI
margin. On average, 60 percent of the variation in the dependent variable
could be explained by the three factors ~Q, ~EL and IPM. This should
be regarded as quite satisfactory explanatory value considering the
very truncated form of the total model estimated in Table 3 :3.
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On the basis of our results net commercial bank borrowing could not
be accepted as an explanatory factor in plan revisions. This result will
be discussed in Chapter 7 under the heading of "Conclusions with Re-·
spect to Monetary Policy". Neither was the investment goods price
variable significant; this variable was included as firms are asked in the
questionnaires to state their investment plans in terms of prices prevailing
at the time of reporting. Realized investment, on the other hand, is ex
pressed in current prices. Provided price changes could be assumed not
to affect the volume of realized investment we should expect coefficients
larger than zero and close to +1. One plausible explanation for the rejec
tion of this price hypothesis is that firms tend to include price expecta
tions in reported tigures tor planned investment.l3 An alternative ex
planation which would fit the capital budgeting theory of investment
neatly is that variations in prices for capital goods lead to variations of
opposite sign in the volume of investment to keep the value of investment
unchanged.

Estimates of basic model (II) produced results similar to those in
Table 3: 3. Basic model (I) passed this additional test in an alternative
formulatian very favourably. The estimated coefficients of the original
variables remained almost the same for the ~Q variable for the two re
gressions, while the estimated ~EL and lP coefficients varied somewhat.
However, the separation hypothesis implicit in the ~S variable was
rejected by a narrow margin.

As expected ~S in basic model (III) picked up the explanatory value
of ~Q now excluded. In principle then, the hypothesis of basic model
(III) was accepted. Finally, the savings variable did not prove significant
in basic model (IV) .14

Our regression results are not altogether straightforward. Neither of
the basic components of our investment theor37 , that is the capital budget
factor and the accelerator component was rejected. The summary results
suggest that we should settle for basic model (I) recorded in Table 3: 3 as
the "best" choice.

In summary, then, according to the capital budgeting theory of invest
ment unexpected availability of bond finance seems to have induced
substantial upward revisions in investment plans during the same period.
On average the plan revisions of machinery investment amount to almost

13 This explanation was proposed by Modigliani-Weingartner [1958, pp. 31ff.] in
their early attempt to estimate a simple realization function.
14 The results of estimating basic models (II), (III) and (IV) have not been recorded.
See Eliasson [1967 b], Table 5: 2 p. 160, Table D: 4 p. 249 and Table D: 5 p. 250
respectively.
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Diagran1 3: 2. Goodness of fit by realization function, investment in
machinery and equipment, manufacturing total 1950-67
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20 percent of new borrowing in the capital market (bands and deben
tures).

Secondly, plan revisions were found to be positive ly correlated with
current changes in the level of output. According to our theory, this
variable W~$ expected to pick up the effects of an accelerator mechanisln
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as well as the influence of unexpected changes in the net generation of
internal funds. Inclusion of the ~Q variable reflected our hypothesis that
expectations regarding changes in output or sales were correct up to a
constant fraction. The positive coefficients supported our hypothesis of
a combined "accelerator-capital-budgeting" theory of investment. The
hypothesis that expected changes in output are an unweighted moving
average of annual changes in output during the past two, or alternatively
five, years was rejected. The estimated ~Q coefficients turned out to be
numerically small; much too small to be compatible with the working
of a pure accelerator mechanisln.15 As already argued this result sup
ports the hypothesis that the internal component of the capital budget
influences plan revisions and/or that the constant fraction in the anti
cipations alternative (2: 30) is large and fairly close to unity.

Lastly, the exclusion hypothesis was significant in six of the seven
branches. On average a 14 percent inflation of plan figures corrected for
this (assumed) systematic discrepancy. It should be observed in Table
3: 3 that this percentage figure was lnuch lower in two branches-en
gineering and pulp and paper; the nature of production in the former
and the predominance of large firms in the latter might suggest that more
elaborate and refined methods of planning are adopted in these industries
than on average.16 In fact, much larger figures were recorded in industries
characterized by a large number of small firms, e.g. the textile industry.
Furthermore, the high degree of correlation between the price of final
products and planned investment made it necessary to discard the price
variable from the four basic modeIs. In principle, then, the net influence
of product prices on plan revisions should have been picked up by the
]pM variable.

Since the publication of the Swedish study the simplified form of
basic model (I) has been reestimated by the National Institute of Econ
omic Research (Konjunkturinstitutet) for the whole manufacturing sector
using data for the period 1950-67. The new results strongly support our

15 In the pure accelerator case with a reaction coefficient equal to one, i.e. a = l

in (2: 2), no intermediate products and Yl = O in (2: 30), the coefficient <Xl would
equal the marginal capital output ratio. The same observation was made also
by Modigliani-Weingartner [1958, pp. 48ff.].
16 The results of Foss-Natrella [1957] support this interpretation. American firms

which based their investment planning upon an explicit capital budgeting procedure
revealed a much smaller divergence between reported plans and recorded outcomes
than other fifms. Indeed, this is in accordance with our hypothesis. Scattered
evidence of a similar nature comes from the interview study referred to earlier (not
published) and carried out jointly by the National Institute of Economic Research
and the Central Bureau of Statistics during 1964.
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capital budgeting theory, with the exception of the exclusion hypothesis.
Larger values for the coefficients of ~EL and ~Q were recorded, while
the estimated IPM coefficient was reduced to one third of its previous
level and did not pass the 15 percent test criterion at the aggregate in
dustry level.17 In a sense, this result again raises the question of the most
appropriate representation of the exclusion hypothesis. Assuming the
value of excluded projects to be proportional to planned investment
may be too crude an approximation. As discussed in Section 2.3.9 there
could quite possibly be a systematic tendency among firms to sub
stantially underestimate the rate of growth in sales or output in their
investment planning; this would lead to the exclusion hypothesis, or part
of it, being best represented by (~Q _~Qe) (cf., however, the results of
ex-post predictions for the years 1964-67 in Section 3.3.5).

2. lnvestment Behaviour-Construction

The basic model:

was tested on plan revisions for construction. Because of the Govern
ment control of the construction sector mentioned earlier, the observa
tion period this time only covered the years 1958-63-Le. only 6 observa
tions were available. Total manufacturing was subdivided into three
branches. Our results here must be considered llighly tentative.

As in the case of machinery investment, the simple expectations al
ternative ~Qe=y~Qwas the only one not rejected by our tests. Thus, plan
revisions in construction were found to be positively correlated with
changes in the volume of output; in two out of the three branches sub
stantial upward revisions took place in years when firms were allowed to

17 The estimated relation was:

1M _IPM = 0.168L1Q + 0.353L1EL +0.0441pM

(0.048) (0.132) (0.048)

R = 0.966

The larger estimated .t1Q coefficient compared to Table 3: 3 is partly accounted for
by the fact that changes in deflated net value added were used by the National
Institute, instead of the larger changes in deflated sales value used in this study.
Partly we may perhaps explain the divergence by reference to the fact that all
three expectations alternatives (if true) will produce a systematic underestimating
of sales expectations if sales are steadily increasing (cf. p. 46). Thus the ~Q variable
will pick up part of the influence on plan revisions of the "exclusion" hypothesis.
ef. also the non.significant coefficient of IPM in the new regression with Table

3:3.
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borrow in the bond market. These two branches (engineering and pulp
and paper) furthermore were the dominant bond issuers among manu
facturing firms during the early sixties. Our results support the hypo
thesis that unanticipated access to bond finance stimulated investment
in building and construction during the same period. The fact that the
investment funds system was in active operation during 1962 and 1963
raises, however, special problems which will be touched upon below.
Nevertheless acceptance of our hypothesis about ~EL still seems reason
able. The exclusion hypothesis ,vas also accepted by the tests in two of
three branches.

The National Institute of Economic Research has recently reestimated
basic ulodel (I) for construction investment for all manufacturing. The
estimation period 1958-67 now covered 10 annual observations. The
results shown below basically support the pure form of the capital budget
ing theory (superscript C stands for construction):

]C_]pc= -0.026LlQ+0.223~EL+0.110]PC R=0.969

(0.037) (0.087) (0.066)

The hypothesis that unexpected access to controlled capital market
sources of long-term finance generates upward plan revisions is strongly
supported by this new set of data. Support, although less strong, is also
found for the exclusion hypothesis. The coefficient for LlQ was negative
and not significant. Within the framework of our theoretical model, this
result is compatible with absence of an accelerator effect together with
restricted influence of the net internaI generation of funds and/or with
the impact of the accelerator and net internaI funds mechanislns having
approximately cancelled each other. Interpretation of this result should
not, however, be pushed too far.

Finally, the National Institute's estilnates for total investment for the
period 1958-67 were:

]<M+C) _]P<M+C) =0.165 LlQ +0.692 b.EL +0.037 IP<M+C) R =0.988

(0.066) (0.177) (0.045)

~Q and b.EL were significant but not ]P<M+C) or the exclusion hypo
thesis. This new estimate suggests that plan revisions occasioned by
unanticipated access to controlled long-term sources of external finance
amount to no less than 70 percent of new borrowing within the same year.

3. Regression Experiments

The next step in our estimating procedure was to try out new variables
which were not included originally in our investlnent theory. Two of these



variables-the rate of interest and liquidity-have figured frequently in
pure as weIl as applied investment theory. Empirical evidence in general
has, however, rejected these variables, or else, the interpretations have
been somewhat ambigous. In the light of previous experience these varia·
bles had been excluded from our total model as practically irrelevant for
short-run investment behaviour. The regressions on new variables using
only data for investment in machinery must be regarded as explorative.

Variations in official interest rates in the organized credit market
were found not to be correlated with revisions in planned machinery
investments.

Our purpose was to investigate whether variations in interest costs
might produce time-shilting effects in investment. The hypothesis (some
times proposed) that variations in the rate of interest induce substitu
tion effects between capital and labour, leading to short-run variations
in investment was discarded a priori as unreasonable; rather our position
is that firms might in some cases have postponed planned investment
projects temporarily when interest costs went up and vice versa. Rejec
tion of this hypothesis was not surprising, despite the fact that a number
of recent studies in the D.S. have found interest rates to be significantly
(negatively) correlated with quarterly variations in private investment.I8

In fact market rates of interest normally exhibit a quite regular cyclical
pattern. By a suitable ehoiee of lag strueture it should always be pos
sible to avoid the "perverse" positive estimates of interest rate eoef
ficients sometimes eneountered in old time investment funetions when
yearly investment data only were available and eomputing facilities less
handy. There seems, furthermore, to be no particular reason to expeet
very small variations in regulated interest rates to refleet marginal eosts
of funds to industrial firms whose major souree of finance is internally
generated funds. A meaningful measure of the eost of funds relevant for
investment decisions should be the cost of finaneing the marginal projeet
eontempIated for the period in question. These costs are not registered
in the form of official rates of interest subject to control, nor should we
expect them to be highly eorrelated over time with eredit market rates
of interest. This picture of the funetioning of the organized Swedish
credit market is quite evident from a recent study by Hagström [1968].

Investment behaviour has been found in a number of studies19 to be
insensitive to the stock of cash or liquid assets held by firms. In our re
gression experiments a measure of excess liquidity, namely the computed
residual of the simple liquidity function (2: 10) in which sales and changes

18 See e.g. Gehrels-Wiggins [1957J, de Leeuw [1962], Anderson [1964], and others.
19 See e.g. Meyer-Glauber [1964, pp. 91ff.].
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in sales are the explanatory factors, was tried as an explanatory variable
for plan revisions. In fact, our measure of disequilibrium cash-holding
was an estimate of the buffer-stock component (L -L) of the financial
disequilibrium variable AOS (see (2: 13) in Chapter 2). This liquidity meas
ure was added to the variables in the simplified form of the basic realiza
tion function (l) which had previously performed best (see Table 3: 3).
Surprisingly enough, very high positive correlations between plan revi
sions and this liquidity measure were found. Excess liquidity coincided
systematicaIly with upward plan revisions. High multicoIlinearity be
tween this new variable and the original ones in the basic model made
interpretation of this result difficult. Since we are working with plan revi
sions as a dependent variable, the direction of causaIity should plausibly
be from liquidity to investment (not the other way around), provided
the investment liquidity relationship can be assumed to represent a rele
vant economic mechanism.20 This being the case, our results in respect
of the liquidity variable are of interest from the point of view of monetary
policy and particularly the operation of the investment funds system
during 1960 and 1961 (see Section 1.1.3).

Finally, a suspicion that revisions in planned machinery investment
might be induced by concurrent plan revisions in construction investment
was "tested" by including (lC _IPC) as an additional explanatory factor
in the simplified form of basic model (I). The result was, however, nega
tive, and we conclude that any "complementarity" in time between the
two types of investment is rather loose. On an annual basis the influence
of different factors seems to be fairly direct on both the investment
categories.21

4. Residual Analysis

The testing procedure was rounded off by an analysis of residuals in order
to test additional hypotheses concerning events during particular years
during the observation period. Computed branch residuals from basic
model (I) in Table 3: 3 were compared with an a priori hypothesis as to
sign and magnitude.

In principle, this residual analysis is of an additive type. The residuals
are thought of as being generated by some excluded linear component
in the basic regression model as weIl as arandom disturbance. Abasic
requirement is that the excluded linear components must be uncorrelated

20 In fact this result suggests that the ~2'S might not be equal in (2: l) and (2: 4)
in Chapter 2.
21 A similar result was recorded in Eliasson [1965, pp. 77fJ. The questionnaires
indicated only minor complementary effects within the same year.
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with variables included in the regression mode1.22 This method of testing
is necessarily imprecise. We require not only a correct sign but also a
numerical value for the residual which is "sufficiently large" in at least
four out of the seven sub-industries. Diagram 3: 2 shows the basic set
of data for a residual analysis for total manufacturing.

One general property of the model seems to have been substantiaI
underestimation of upward plan revisions during the early upswing. This
happened more or less systematically for all sub-industries during 1950,
1954, 1959 and also 1963. In terms of our ulodel this property can prob
ably be attributed to our linearity assumption and to the fact that the
capital budgeting and accelerator components of our mode1 have been
combined with constant weights.23 In accordance with the Meyer-Kuh
[1957] and Meyer-Glauber [1964] results, we should expect the acceler
ator mechanism to predominate during the upswing period and "residual
funds" or pure capital budgeting behaviour to be more prevalent during
downswiugs and recessions. Furthermore, this underestimating suggests
the importance for investment behaviour of sudden reversals of expecta
tions during the early upswing between the date of reporting and the
actual realization of plans.

Secondly, the empirical estimates in the Arvidsson [1956] and Wick
man [1957] studies were evaluated in the light of our calculations. For
one thing the economic policy effects on machinery investments as meas
ured in these studies proved much too large. This result was to be ex
pected on account of the questionnaire technique used in those studies;
entrepreneurs tended to report excessively large reductions in plans.
Furthermore, our estimated residuals are of incorrect (positive) sign
during 1955 but correct negative sign during 1956 and 1957. To the extent
that these residuals can be interpreted as reflecting the effects of the
general credit squeeze, the special investment tax and high interest rates
during these years, they suggest a later policy impact on investment be
haviour than do the Arvidsson and Wickman studies. The reductions in
investment measured in these studies have been plotted in Diagranl 3:2
(shaded areas 1955 and 1956).

The particular liquidity mechanism of the investment funds system

22 A formal account of this method is to be found in Eliasson [1967 b, pp. 221ff.].
Though the idea is somewhat different, the formal problems (in this residual ana
lysis) are in principle the same as those met with in what has been called step-wise
regression or (also) residual analysis. See e.g. Goldberger [1961, 1964, pp. 194ff.],
Kabe [1963], and others.
23 l.e. the value of ';1 in (2: 7) on p. 35 should realistically have been allowed
to vary over time. Our empirical data did not allow such a sophisticated approach.
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in operation during the peak years 1960 and 1961 would lead one to ex
pect downward plan revisions and negative residuals during these years.
This was in fact observed for practically all industry groups, and we are
led to accept the hypothesis that some reductions in machinery invest
ments may have occurred in 1960 and 1961 due to the operation of the
investment funds system.

Finally, the use of investment funds during the recession of 1962 and
1963 to stimulate investment will be considered. Investment in construc
tion poses particular problems here; for one thing our realization func
tian for construction covers too short a period, and furthermore, the
release of investment funds coincided with the easing of controls in the
capital market. Both factors have been found to constitute important
determinants of investment, and we are unable to isolate the separate
influence of these two economic policy measures on the basis of our time
series data. In fact D,.EL may be expected to pick up the additional in
fluence of the investment funds, which was found in Eliasson [1965] to
be substantial. The timing of the announeement of the IF-release sug
gests in fact that the' 'IF-effects" should figure in plan revisions for 1962
but be included entirely in reported plans for 1963. All this complicates
matters in such a way as to make a residual analysis impossible.

Due to the timing of the release of funds for investment in machinery
and equipment the same statistical problems do not appear in this case.
In fact, most of the IF-impact should show up as plan revisions for 1963,
since plans had been reported more than a month before announcement
of the release and since the timing of this release required delivery before
the end of 1963. Furthermore, the fairly long time-series for investment
in machinery reduces the risk of up,vard bias in the regression coefficients
of D,.EL. The residuals were found to be of correct positive sign in prac
tically all branches. Their numerical size agreed weIl with the correspond
ing effect as measured in the questionnaires for the investment funds
study. This was particularly so for total manufacturing as can be seen
from Diagram 3:2 (shaded area 1963).

5. Ex-post Simulations-Machinery

Since completion of the empirical work early in 1966 a number of new
observations has become available. We shall therefore conclude this
chapter with an ex-post "predietion" with the help of the aggregate real
ization function. The simulated values cover the years 1964-67. The
results have been plotted in Diagram 3: 2. By and large, the additional
years encompass a complete business cycle; the upswing of 1964, culmina
tion of the cycle in 1965, and a marked recession in 1966 stretching far
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into 1967. Towards the end of 1967 the first indications of a possible
revival were apparent. There now seems to be general agreement that a
revival, even though slow, has been under way all through 1968,despite
the extra uncertainty created e.g. by problems in the international pay
ments sphere and a disparate inprovement in demand for Swedish export
industries.

One argument put forward has been that the assumed investment
reserve was reduced substantially, or possibly eliminated altogether, as
a result of the recessionary conditions prevailing during 1966 and 1967.

Another factor to bear in mind is the relevance for the years 1964-67
of the simple expectations alternative (2: 31) as to controlled external
sources of finance. The substantiaI easing of capital market controls
since 1962 could mean that some firms have reported investment plans,
contingent to some extent upon the availability of long-term bond and
debenture finance.

As expected, the goodness of fit for the prediction period is not as
good as that for the ex-post period. This is, however, common experience
in prediction work. Furthermore, we should remember that the simulated
values for the years 1964-67 are based upon the aggregate realization
function, while values for the observation period are the annual sums of
simulated values for all (seven) sub-industries. Still, the ag~regate real
ization function performs quite satisfactorily for the years 1964 through
1967.

As seen from the diagram, reported plans for 1966 increased very
much. The turn of the year 1965/66 was, however, characterized by a
sudden reversal ·of expectations from optimisln to pessimism, and con
sequently a marked reduction in the positive plan revision normally en
countered. The model simulation does not properly pick up this varia
tion. The actual plan revision is underestimated in 1965 and over
estimated in 1966. The most probable explanation is that the linear
structure of the model and the heavy reliance on output expectations do
not properly account for such sudden changes in expectations. There
seems, however, to be no apparent reason for attributing this less satis
factory performance of the estimated model to a complete disappearance
of the investment reserve. Quite the contrary-despite the depressed
business conditions prevailing during 1966 a large number of firms went
through the recession seemingly unaffected. As noted already in Sec
tian 2.1, the only requirement for the existence of a sufficient invest
ment reserve is that 80me firms possess a backlag of planned projects,
not necessarily many nor by any means all, firms.

During 1967 the simulated value fits the ex-post value closely. In

71



terms of our theory, furthermore, a substantiaI part of the upward plan
revision during 1964 through 1967 should be attributed to a quite ample
supply of controlled externallong-term funds (cf. Diagram 1:2 in Chap
ter 1). There exists, however, a risk that part of the enlarged plan revision
in 1967 has in fact been occasioned by the reiease of investment funds
for machinery investment in May the same year. Owing to the timing
of the arrangem~nts in connection with this IF-release there are, never
theless, cogent reasans to believe most of the IF-effect on investment to
have materialized during 1968.24

In summary, then, we believe that the basic premises of the model
and the numerical results for 1950-63 should be considered quite satis
factory for the "forecast" period 1964-67.25 Indeed, when simulated
values of the realization function (R*) are added to the investment plan
itself (111M) the sum follows actual investment in machinery and equip
ment very closely (Diagram 3:2).

24 The effects of the 1967/68 IF-releases are at present being investigated by
the National Institute of Economic Research in Stockholm.
25 Of. also the reestimation of the machinery function for the entire period 1950-67
in the last paragraph of Section 3.3.1.

72



CHAPTER 4

Some features of the
capital budgeting theory
of investment planning

In this chapter certain formal properties of the investment planning
model will be made explicit and discussed with a view to empirical ap
plication. In particular the ability of the theory to account for invest
ment behaviour and financial flows in a context of long-run economic
growth are to be considered. The structure of the financial model will
be investigated for the purpose to which it has been employed in Chapter
6, namely to forecast demand by industry upon the money market during
1965-70.

4.1 Structure of the Financial Sector

To derive the capital budget <I> (expression (2: 17) in Chapter 2), combine
the total differential of equationsl (2: 8-11) with our definition of the
capital budget (2: 15-16); the structure of the financial model is then
given in matrix form by:

1 1 1 -1 1 -1 -<I>

O 1 - ea -Ya O O t:..L
O O 1 O O O [).11

[).jj
+

O O O l O O

O O O O l O !:1X

L O O O O O l SAV

O O O -1 -1 O S

O -ba O O O O åS

O -bl O -el O O [).2S
=0 (4: 1)+

O -b2 O O O O [).Ec

O -b4 -c4 O O O !:1EL

-a -bs O O O - /s 1_ S

1 Since all functional forms used are linear difference notation is used for simplicit y.
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(4: 1) can be expressed more compactly by:

By+rx=O, (4:2)

where B and r are the two 6 x 6 coefficient matrixes of the financial
mode!. y and x are vectors of endogenous and exogenous variables re
spectively.

We note in passing that the B matrix is triangular. This is an expres
sion of the recursiveness of the financial model, a property already ob·
served in Section 2.4. This property combined with the assumption of
independent disturbance terms allows application of ordinary least
squares to each structural relation in (4: 1) or each equation (2: 8-12) in
Section 2.3.4, yielding unbiased estimates of the structural coefficients
which are identical with full information maximum likelihood estimates.2

Provided the determinant IB I is nonsingularS we can rewrite (4:: 2)
in its reduced form:

Y=I1x

where

I1= -B-Ir. (4:3)

The reduced form of the model expresses each endogenous variable in
the vector y as a linear function of the exogenous variables in x. Mter
some algebraic manipulation (4: l) yields:

las NI Ns l Is
--c4

O N 4 O el es O O

I1=
O bl O el O O

(4: 4)
O b2 O O O O

O b4 c4 O O O

_as bs O O O 15_
where

NI =bs-b4 -bs+b2(I-ys) -bl (l +es)

N 4 = bs + b2gS + bleS

N s= l-el (1 +es).

2 See e.g. Johnston [1963, pp. 265 f. J. Note, however, the fact that disturbance terms
will not be independent if the financial system is "closed". See further p. 76.
3 The triangularity of B and the diagonal of ones immediately give lE! = 1.
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From (4:4) the capital budget may be easily written as:4

<I> =6.EL +6.Ec+asS +/5 +Nl 6.S -c46.2S -el (1 +es)6.Ec
, . ~ ''------...------

(4:5)

I II III

Thus (I) stands for net borrowing in the organized credit market, (II) for
the current generation of internaI funds or gross saving (=SAV) and (III)
for the net transactions demand for funds to finance the current operation
of firms.

To make the following exposition simple, the condition is imposed on
(4:1) that

/5 =C4=el (l +es)=0.

Further, we define:

and obtain from (4:5):

where

(4 :6)

(4 :7)

(4:8)

(4: 9)

As long as external sources of funds are closed to firms, Le. ~E =0, it
follows that:

(4: 10)

Estimates of NI are negative throughout practically all sub-industry
groups (see Table 3: 2). Thus, an accelerated growth rate decreases the
rate of growth in the capital budget and vice versa. The partiaI derivate
(4: 10) thus brings out the anticyclical phasing of the capital budget al
ready discussed in Section 3.2.4.

It follows immediately from (4: 8) and the condition ~E= O, that the
critical maximum growth rate <5* at which the accumulation of working

, In terms of the capital budget presented in Table 3: 2 it is easily seen that

75



capital drains firms of all internaI sources of funds, (i.e. <I> = O, ilE = O)
is the solution to:

or rather

b*=(-l);; >0.
1

(4:11)

(4: 12)

c5* can be calculated from Table 3: 2. It is 0.23 for the whole manufac
turing sector and ranges from somewhat lower values5 to growth rates
far above 100 percent between sub-industries.

4.2 Implications for Profitability and Growth
Long-run Equilibrium Conditions

We propose here to expound in an unmixed fashion the long-run growth
and profitability implications concealed within the model structure. In
a way this section may be considered a very simple test for consistency.
A study of the long-run equilibrium properties of the model necessitates
a "closing" of the financial model and the specification of a production
function. By assuming away all other sources of external finance (in
cluding equity issues) than those already incorporated in the model
structure we obtain a closed financial system in the sense that all sources
of finance are specified, and that total uses of funds specified equal total
sources specified. With the help of (2: 4) and (2: 13) we thus dejine the
following feed-back mechanism.6

(4: 13)

We furthermore introduce a simple "production relationship" represented
by a constant marginal capital output ratio X, Le.

Q=K t- 1

X
(4:14)

This is a simplepicture of the capital-output relationship of firms. Real
ized production is always a constant multiple of capital stock at the be-

Ii Note sub.industry (I) for which N l > Oand no solution with ~ > O to (4: Il) exists.
Obviously this means that <I> in (4: 8) is always positive as long as c5 > O. (as +N1 ~)S

will always be > O.
8 N ote the restriction on disturbance tenns in the equations of the financial model
(2:8-11) implied by (4:13). See p. 53.
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(4: 15)

ginning of the current period. With same formal complexity the produc
tion function and hence the analysis may, however, be extended to in.
clude a number of features from traditional neoclassical production
theory.7 However, empirical evidence for the post-war period indicates
a rather constant or sIightly increasing capital output ratio, when capital
is measured from the production cost side.8 (4: 14) will suffice for the fol
lowing exposition on the principal growth properties of the capital budg
eting theory of investment, designed primarily to be a satisfactory but
approximate explanation to short·run investment behaviour.

Assuming for simplicity b=0 in (2: 5) and introducing (2: 21) we obtain

1* = a[Ä1hQ +Ärj2D.Q - (1 +Äe)K t-l].

Imposing (2:24) on (4:8) we obtain:

<I> =D.E +asQ +NID.Q·

Substituting (1* -<I» together with (4: 14) into (4: 13) there emerges:

(-1)(~Ao8+ $2Ar~1) = $1[A + B~QQ - ~:] Q

where

A =aÄrjl -as -a(Ä(! + I)X

B=aÄrj2- N I·

This is evidently a non-homogenous linear difference equation of first
order. The non-homogenous part is a function of the level of production
and its change as weIl as the Government action parameter G=D.EjQ.
The long-run growth rate t5* compatible with equilibrium in financial
stocks is obtained by making A os = Af~ l =°and solving for t5*:

A +B t5*-G=O.

Since ~l *0, Q*0 we obtain from (4: 15):

(4: 16)

15*(0) = a[(Äe + l)X - 1.171] +as + O;
aÄ'YJ2-NI

(4: 17)

7 Some attempts in that direetion are found in Eliasson [1967a, pp. 246ft]. Basically
a derived form of the production strueture like (4: 14) is compatible with a tradi·
tional Cobb-Douglas' production function if we assume 8Qj8K = {3QjK = constant,
where {3 is the elasticity of output w.r. t. capita!. Of course such a restrictive spe
eification implies a number of assumptions as to the supply of labour, technical
progress, etc.
8 See e.g. Lundberg [1961, pp. 109ft].
9 This will always be true if N l < O (cf. Table 3: 2), beeause of (2: 18).
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The equilibrium growth rate is dependent upon the constant coef
ficients of the total model plus the ratio of the inflow of government
controlled external funds to production volume (=G). Clearly ~* in·
creases with G.

When growth takes place at the constant time rate ~* it follows im·
mediately from (4:13), (4:14), (2:19) and thedefinitionl=~K+eKt_l

(e is the constant depreciation factor) that I, 1*, <1> as well as K all have
to grow at the same constant rate.

Since

~E ~Q
a=-and~=-

Q Q

(4: 16) is easily rewritten as:

~E=AQ+B~Q. (4: 18)

This equilibrium relationship clearly brings out the dependence of growth
upon the current inflow of ~E finance. (4: 18) is the relationship used in
Chapter 6 to prediet the requirements on external sources of finance for
the Government long-term production and investment plan for the period
1966-70 to be realized "financially". The difference is only that the in·
vestment plan (here concealed in the linear relation) has been specified
separately in the forecasting equation employed (see Section 6.1).

Implications for projitability are easily derived. Using (2: 18), (2: 20)
and (4:14) the net average rate of return on fixed capita1 before tax is
defined as:

(4: 19)

(4: 20)

W'e use K t- 1 in the denominator since capital accumulation has been as
sumed in (4:14) not to increase productive capacity during the current
period. From 1]2' X> O it follows immediately that

The rate of return increases with the growth rate ~ (ceteris paribus). Be
cause of (4: 17) an increased supply of ~E finance consequent1y enhances
profitability as well as growth. A constant rate of growth means a con-
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stant rate of return. If the level of gross profits in (2: 18) happens to be
independent of production change i.e., 172 =0, also the rate of return R
in (4: 20) is independent of variations in the rate of growth.

As we have shown already only one particular "optimum" growth
rate ö* is compatible with financiallong-run equilibrium at each (con
stant) choice of government policy G. The rate of return as weIl as opti
mum rate of growth increases with G=~E/Q. To be accepted as a reason
able explanation to investment behaviour and growth such a model pic
ture of reality of course requires an economic environment characterized
by expansionary tendencies and long-run business optimism. Expected
rates of return always exceed by a substantiaI margin the nominal cost
of borrowing in the organized credit market. No restrictions as to debt
capacity in the sense of Donaldson [1961] are aIlowed to come inta effect
within the model specified as far as E finance in the organized credit
market is concerned. This is also the idea behind the assumed existence
of an investment reserve discussed in Section 2.1. As an approach to the
explanation of short-run investment behaviour, we believe this approx
imation to be a satisfactory approach. It should be noted furthermore
that any pure accelerator or profits-plow-back explanation to invest
ment requires (implicitlyor explicitly) the same basic expansionary as
sumption, which is also implicit in traditional Keynesian theories of
growth, based upon the specification of a consumption function and an
accelerator induced investment function, as e.g. the Harrod and Domar
modeIs.

A fruitful exploration into the factors behind long-run investment be
haviour and inducements to growth requires inter alia a more elaborate
specification of the gross profit function (2: 18) and the production fune
tion (4: 14) as weIl as aIlowance for the possibility of an overall debt
constraint. Such is also the line of approach adopted in the closing part
of the study of investment behaviour under way at the Industrial Insti
tute for Economic and Social Research in Stockholm, of which this pub
lication is only one part.
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CHAPTER 5

Inter firm borrowing-the
IIgreyll credit market'

In this chapter the structure of trade credit flows in the "grey" credit
market will be investigated. Firstly, an estimate of the two credit func
tions (2:8) and (2:9) in Chapter 2 will be taken up. Next follows a discus
sion and empirical analysis of the buffer stock function of the "grey"

Table 5: l. Function for extended trade credits, estirnated coefficients by branch

H =aS + bJlEc + c period of observation: 1950-63

Branch a b c R

1. Mining, metal· and 0.33 3.87 917 0.99
engineering industries (0.02) (1.16)

2. Stone and clay 0.47 0.61 -13 0.99
(0.03) (0.89)

3. W ood, pulp and paper 0.58 2.10 -1484 0.83
(0.16) (1.67)

4. Printing and allied 0.46 1.75 -180 0.96
industries (0.07) (4.52)

5. Food manufacturing 0.06 2.82 210 0.93
industries (0.01) (0.92)

6. Textile., Leather· and 0.16 0.72 -74 0.96
Rubber industries (0.02) (0.36)

7. Chemical industries 0.66 -0.05 -824 0.92
(0.11) (l.77)

Total Manufacturing 0.33 3.39 -l 532 0.99
(0.02) (0.78)

l The grey credit market has been defined to include all credit transactions outside
the organized credit market, which encompass commercial banks, insurance com·
panies, the bond and debenture markets as weIl as the stock market. So defined,
the "grey" credit market is dominated by trade credit flows. The statistical data
are not, however, a pure representation of trade credit flows. They also include
inter-firm credits not associated with flows of goods and credit transactions within
a concern, (provided member firms are separate juridical bodies and keep separate
accounts). Furthermore, the asset side of firms also include variations in holdings
of financial securities, recorded at book values.
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Table 5: 2. Function for trade debts, estimated coefficients by branch

D=aS+b period of observation: 1950-63

Branch a b R

1. Mining, metal· and 0.42 -l 762 0.980
engineering industries (0.03)

2. Stone and clay 0.47 -2 0.955
(0.04)

3. W ood, pulp and paper 0.70 -1432 0.829
(0.14)

4. Printing and allied 0.37 -III 0.973
industries (0.03)

5. Food manufacturing 0.06 135 0.894
industries (0.01)

6. Textile·, Leather· and 0.18 10 0.962
Rubber industries (0.02)

7. Chemical industries 0.35 -121 0.850
(0.07)

Total Manufacturing 0.39 -3803 0.988
(0.02)

credit market. Thirdly, the formal derivation of a credit function is car
ried out. Finally, the conditions necessary for application of the residual
analysis to test for the existence of financial buffer stock variations
around the hypothesized transactions components in trade assets and
debts are presented.

5.1 Trade Credit Flows-Empirical Results
The principal hypothesis implicit in the two credit functions (2: 8) and
(2: 9) was that average credit periods are stable (see further Sections 5.2
and 5.3). Estimated coefficients are recorded in Tables 5: 1 and 5: 2. Note
that the dependent variables are the actually recorded stock entities
(H, D), not the transactions components (il, D). Estimates of transac-
tions cornponents are defined as the predicted or sirnulated values of the
estimated functions (see Sections 2.3.5 and 5.4).

Clearly stocks of trade assets as weIl as liabilities are clasely correlated
with the level of sales. For total manufacturing increases in sales are
associated with increases in trade credits extended (ceteris paribus)
amounting to on average 33 percent of the sales chal1ge. Coefficients are
significant for all sub-industry groups by a substantiaI margin.

The hypothesis that increases in commercial bank borrowing induce
increases in the volurne of trade credits (ceteris paribus) is accepted by

6 - 684406 G. ElUuson 81



the composite test. However, the estimated coefficients seem too large
on average to represent only this effect. The reader will also be aware
of the fact that contrary to the specification of (2: 8), the net changes in
borrowing from the commercial banks (not the stock of outstanding
debts) appear as an explanatory variable in Table 5: 1. The main reason
for this is that the close correlation between S and EC due to a common
trend component prevented simultaneous estimation with both S and
EC included. Secondly, the basic component in commercial bank lending
which might be expected to induce increases in the volume of trade
credit among firms is the highly variable component of very short term
commercial bank Ioans which revolve a number of times each year. In
fact, a gross figure for commercial bank borrowing would be the most
appropriate variable in a context of annual time series data. Such figures
were not available, however, so that net figures had to suffice, and we
would not attach much significance to the size of the estimated coef
ficients b.

The debt side of trade credit flows recorded in Table 5: 2 reveals a
similar pattern. The estimated sales coefficients vary somewhat between
the two credit functions on the sub-industry level, but are roughly the
same size for total manufacturing, suggesting that an increase in sales
should ceteris paribus generate a slight credit surplus.2

As will be shown in Section 5.3, if credit periods are stable, a steadily
increasing volume of sales will produce an unstable intercept in the credit
functions, which converges, however, towards a negative value. Evident
ly this theoretical result conförms weIl with the large number of negative
intercepts esti~ated inTabl~s 5 :.1 and 5: 2.

5.2 Buffer-Stock Function of the
"Grey" Credit Market

A common argument in Sweden has been that inter-firm borrowing will
expand substantiaIly over and above transactions levels when other
forms of external finance are not available, e.g. due to a tight monetary
policy. In terms of trade credit transactions only, a reasonable hypothesis
would be that individual firms try to prolong credit periods on the debt
side and to shorten credit periods on the asset side when monetary policy
is tight and outside financing scarce or unavailable. However, each trade

, It might be mentioned that D has also been regressed on H, to give coefficients
varying narro~.vlyabout unity on the sub-industry level, but equal to unity for total
manufacturing. This time the commercial 'bank variable was excluded. See Elias
son [1967 bl, Table D on p. 247.
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debt has to be matched by an equally large trade asset for same other
firma Within a closed group of firms then, the aggregate value of trade
debts must equal the aggregate value of trade assets. Consequently, the
same must hold for average credit periods also. Assymetric variations in
average credit periods must be defined between two firms, groups of
firms, two economic sectors or between the domestic economy and the
rest of the world. On the other hand, average credit periods on both
sides of the balance sheet might very weIl vary together within closed
groups of firms also. The hypothesized mechanism under tight money
conditions would then be a generallengthening of credit periods (on the
debt side as weIl as the asset side) bringing about a more efficient re
distribution of excess liquidity within the private sector via the "grey"
credit market, or, in other words, an increased velocity of the total
money stock.

Since private liquidity is mainly held in the form of demand deposits
in the commercial banks such aredistribution would mean that liquid
funds are temporarily shifted from the commercial banking system to the
"grey" credit market. Because of the extensive function of the commer
ciaI banking system as a payments agency, with a time-lag part of this
instantaneous liquidity drain will return to the banks.3 Provided no re
strictions are imposed on Iending by commerciaI banks or the organized
credit markets in general we shouId of course expect the allocation
mechanism to function more efficiently in the organized markets for
credit than in the "grey" market due partIy to better information han
dling and partIy to the fact that there are well-known credit channels.
Thus a redistribution of liquid funds from the organized market to the
"grey" market wouId tend to reduce temporarily the overall efficiency
in the aIlocation of privateIy held Iiquidity. Of course, this reduction in
allocative efficiency is one principal aim of a tight credit policy. In a
controlled credit market, on the other hand, the verdict is not equally
evident. If by efficiency we mean the ability of the market to channel
funds to their most remunerative uses the hypothesized inflation of the
"grey" credit market might as weIl mean an improvement in overall
alIocative efficiency; the improvement being evaluated with respect to
the non-perfect allocation in the partly controlled market.

As noted, the hypothesized credit functions estimated in the previous
section assume that average credit periods are constant over time, in

a We may note in passing that this will not happen in the case of the particular
liquidityarrangen1ents of the investment funds (IF) system employed in 1960 and
1961 (see p. 14 and below). Besides the fact that the Central Bank is now the bor
rower (instead of firms) the mechanism is essentially the same.
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other words, that any buffer-stock redistribution of liquid funds between
the two markets is either non-existent or negligible. The institutionai fact
that trade credit financing of e.g. investment expenditure is a very ex
pensive form of borrowing should make such an assumption quite reason
able. We propose in this section, however, to test the assumption of
stable average credit periods in the form of a residual analysis.4

As will be shown in Section 5.4 a lengthening of average credit periods
should increase the "true" sales coefficients in the two credit functions
thus producing a positive change in computed residuais, and vice versa.5

The test applied concerns each year and treats the debt and asset sides
separately. The criterion is that the residual change should (A) be cor
rect as to sign of direction and (B) be sufficiently large in (O) at least
four out of the seven branches. Nonfulfillment results in rejection of the
hypothesis for the particular year studied. Indeed the residual method
adopted is designed to test for the existence of considerable instability in
average credit periods, not only for the n1ere existence of instability.
Requirement (B) of course introduces an element of arbitrariness into the
testing procedure. For a definition of the buffer stock components (H - fl),

(15 - D) and (as weIl) (L -L) the reader is referred to the definition of the
financial disequilibrium variable in (2:13), Ohapter 2. We do not record
the statistical data here. The lnain results will, however, be reported.

Between 1951 and 1952 as weIl as 1956-58 the residuals gradually
felI from positive to large negative values for both the debt and asset
sides together. Our test does not support the hypothesis that a lengthen
ing of average credit periods or a shifting of liquid funds from commer
cial banks to the "grey" market took place these years; in particular dur
ing the peak years of 1952 and 1957.

4T he same hypothesis has been tested on English data in Brechling and Lipsey

[1963J and Coates [1967]. Coates studied the development over time of the ratios
H/S and D/S. His results support our hypothesis of stable credit periods. Brechling
and Lipsey apply a residuai analysis similar to ours (see below). Their results con
tradict our assumption of stable credit periods. As will be demonstrated in the next
section B & L seem, however, to have erred in interpretation. A reinterpretation
of recorded statistics produces a result basically opposite to theirs and compatible
with ours (see below). However, Meltzer's [1960, 1963] results indicate the pos
sibility of a certain sensitivity of credit periods to variations in the rate of interest
on short commercial bills.
5 For thie; to hold we have to assume that the intensity of credit policy and con
sequently the variations in average credit periods are not correlated with the cyclical
pattern of sales. This is a necessary condition for unbiased sales coefficients. If not
fulfilled, the sales coefficients instead of the residuals will reflect the influence of
variable credit periods. That this assumption is quite reasonable has been indicated

already in Chapter l. A more detailed support is found in Eliasson [1967 b, p. 45].
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The opposite holds ror 1959 and 1960. In 1961 credit periods seem to
have been shortened on the debt side and possibly lengthened on the
asset side. During 1962 an overall shortening of credit periods dominates
in terms of our model. As for the boom years 1959 and 1960 as weIl
as for the recessionary year 1962 these observations are compatible with
buffer stock behaviouI" in the "grey" credit market, not so for 1961.

It should be borne in mind though, that 1960 and 1961 are character
ized by a substantial reallocation of funds from commercial banks to
blocked investment lunds accounts in the Central Bank, due to the partic
ular method of operating the investment funds system these years (see
Section 1.1.3). In our classification these blocked Central Bank accounts
have unfortunately been recorded under the heading of trade credits
granted. Thus the observed reflection in statistical data will be the same
as that expected from the working of the buffel" stock mechanism. The
lnirror image of the investment funds effect ~Tas observed also in the
form of substantial negative changes in the residuals of the estimated
liquidity function (2: 10) during 1960 and 1961.

The results from the remaining years are inconclusive. The residual
variations are too small to allow any conclusions. Furthermore, these
years are not characterized by any particularly easy monetary policy
and/or extreme cyclical conditions.

In conclusion, then, the cyclical pattern of observed residuals for
both the assets and liabilities sides are closely correlated for the various
branches. In general, however, this cyclical pattern is not compatible
with the hypothesis of a financial buffel" stock function in the markets
for trade credits nor with a substantial variability in average credit
periods.

The quaIity of statistical data used left much to be desired; e.g. the
data include a number of undesired components "\vhich could not be

adjusted for. Nevertheless, we are forced to reject our hypothesis of a
substantial variability in average credit terms at the sub-industry level.
At the same time this conclusion supports the simple approach with linear
credit functions in Section 5.1.

5.3 Derivation of a Credit Function

1. The I ndividual Oredit Function

Suppose that sales by firm i is a continuous function of time Si(t). Con
tinuous derivatives of any order are assumed to exist. Let ai(r) stand
for the instantaneous credit period (the average for firm i) between the
sales flow Si(t) and the corresponding flow of payments Pi(t). The credit
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period has been specified as a function of the variable r; we might think
of r as for example an appropriate rate of interest which affects the
length of the credit period. A number of additional factors are equally
plausible. We need, however, no further specifications for the analysis to
follow. r of course varies over time, i.e. 14 (t). We restrict our analysis to
the case cxi(r) ~o. The case of payment in advance is not considered ex
plicitly. cxi(r) is furthermore assumed to possess a continuous derivative
of first order.

It follows that the flow of payments during the period (t, t +Llt) de
pends on deliveries during the time interval [t -cxt(r), t +Llt -cxt(r +Llr)].
When Llt~O the following relationship betwee?J. the payments flow and
the sales flow can be shown to exist:6

(5: 1)

We now define instantaneous trade credit creation as:

(5: 2)

H (t) signifies the stock of oustanding trade assets at time t. We want
to derive from (5 :2) a manageable relationship between H, sales (=S),
and the credit period (=cx) or what will be called a credit junct'ion. Ex
panding Sj[t-cxi(r)] about t according to Taylor and substituting inta
(5:2) give:

d~~(t) = Sj(t) - [1 -0:; (r) ~;] [Sj(t) - O:j(r) S?>(t) + k~2 [- ~Y)]kS?>(t)]

6 Proof: Using the mean value theorem of integral calculus twice the follo\ving

equality will hold:

Dividing through on both sides by ~t and using the definition of a derivative we
obtain the following limiting value:

~t-+O.

An expression similar to (5: l) was obtained by Hansen [1961, p. 34] in his treat

ment of payments flows connected with import and export transactions and the
"errors and omissions" item on the credit side of the balance of payments.
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where 8fkJ = dk:e~t). Rewriting sIightly we obtain:

(5: 3)

where

(5 :4)

R i is assumed to be finite. Integrating over the time interval (O,t), we
obtain the value of trade credits at time t as:

Define

(5: 6)

Substituting inta (5: 5) gives the individual credit lunction for firm i as:

(5: 7)

2. Aggregation 01 Oredit Functions

Summation of (5: 7) over a group of N firms yields the aggregate credit
lunction:

N N
H(t) = S(t) L exi(r) mi(t) + L ai(O, t)

ex(r) a(O, t)

where

(5: 8)

Obviously ex(r) is a weighted average of individual credit periods, the
weights being the "market shares" mj(t). It follows immediately that
variations in the average credit period ex depend on changes in the COID

position of individual sales flows as weIl as variations in individual credit
periods.

-Obviously the two aggregate credit functions (2: 8) and (2: 9) in Chapter
2 imply the a priori assumption that ex and a are constant over time.
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Overiooking the presenee of the commercial bank variable in (2: 8) and
the bar on top of the dependent variables, both credit functions are
based on a number of individual Taylor expansions of the definition (5: 1).
The level of sales appears as an explanatory variable on the debit as weIl
as the asset sides. This, of course, is not a satisfactory specification of
the debt function (2: 9). A desirable explanatory factor would have been
the value of firms' purchases; a variable that was not readily available.
As a substitute, the inclusion of sales (S) in (2: 9) has certain merits.
Firstly there is a substantial volume of inter-firm deliveries within at
least the two largest sub-industry groups (1) and (3) and in particular
within the total manufacturing sector. Secondly, and perhaps more im
portant, sales and purchases of intermediate goods are clasely associated
over time. Of course, irregular variations in stocks of inventories and
purchases of investment goods disturb this relationship. Lastly, the
absence of time-series data for total firm purchases necessitated the in
clusion of a sales variable in both (2: 8) and (2: 9).

3. Some Properties of the Credit Function

An ,analysis of the credit function requires that certain restrictions be
imposed upon the time profile of sales. An extensive analysis would de
compose into a number of (hopefully) interesting cases. We confine our·
selves here to the case of (a) no change in level of sales and variable
credit periods and (b) constant credit periods and exponential growth in
sales. A more general treatment will have to await further analysis. Our
attention is directed in particular to the impact of variations in et on
stocks of credits and the stability properties of a(O, t); they were both
assumed constant in the empirical analysis of Chapter 3.

(a) Constant S, variable et

We disregard here the aggregation problem associated with summing
over the a i and assume a to be defined by (5: 6) in the absence of indices
i. 7 Then all S(k) =0 for k~l, and (5:8) reduces to:

H(t) = {a(r) -a[r(O)]}S(O).

Clearly:

8H(t) = 8(0) > O.
oa(r)

Increasing the credit period increases the stock of trade credits. The

7 Actually our investigation refers to the individual credit function.
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effect may be substantiaI even where possible variations in the credi1
period are small. Suppose the credit period is measured in terms of year~

and furthermore that the average credit period is increased by two week~

or roughly 0.04 year. During 1963 the level of sales for the group oj
manufacturing firms studied ,vas around Sw. kronor 50,000 million. ThE
level of trade credits extended amounted to roughly 15,000 million Sw.
kronor. The assumed change in average credit period would then increasE
trade credits extended during the year by:

~H~ 0.04 x 50,000,

Le. roughly 2000 million Sw. kronor or more than 10 perc.ent. Within a
closed group of firms a similar increase in the stock of trade debts is to
be expected.

(b) Exponential Growth in S, constant lX

Our aggregation assumption from the previous case is employed again.
In principle we are studying an individual credit function. Now the de
rivative lX' (r) [dr/dt] =0. Substituting the exponential sales flow:

S(t) = S(O) e6t

into (5: 5) or (5: 8) it can be shown that:8

8 Proof: Derivation of S(t) several times and insertion into (5 : 4) together with
dr

rx'(r) - = O produce:
dt

(A)

Restricting ourselves to the case O< rx < l, 0< c5 < l it is easily seen that each term
under the summation sign converges individually towards 0, with sign constantly

. alternating. Furthermore:

I
(- rx)k c5kl > I( - rx)k+l c5

k
+

11.
k! (k+1)I

The absolute values of consecutive terms form a monotonically decreasing series
of numbers. Thus the corresponding alternating series also converges towards a
finite surn. Consequently:

rx2
fJ2

- + [negative finite term]
2

rx
2

c5
2

[ rxc5]2 1-3" + [positive finite term].

(5: 9) then follows immediately from (A).
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(5: 9)R = (-1)8(0) (X~2 [1- 'Yl ~] eot

0<'Y)<1

where <5 is the constant rate of growth in sales. We consider the case
0<<5 < 1 only. Since O< ex < l, R is a function of time characterized by:

R(t) < O

oR(t) < o.
ot

Substituting (5: 9) into (5: 5) yields:

H(t) = fX- ex
2

<5 [1-11 fX<5] [1-~] -~ ~fX+ O, t-+ 00

8(t) 2 "' 3 e6t etJt
,

(5: 10)

(5:11)

where O is a negative constant. The ratio between the stock of trade
credits and sales flow will clearly always be smaller than the average
credit period when the credit period is constant and sales are growing ex
ponentially.

Finally we note from the general specification in (5: 4, 6, 7) that a
depends significantly on the size of initial sales 8(0) (which may be con
sidered large) times the initial credit period plus the sum of a series of
consequitive time derivatives of the sales level weighted together by
inter alia the components

[- fXi(r)]k

le!

These components converge rapidly towards zero, constantly alternating
in sign. It seems intuitively true (though it has not been shown here)
that minor variations in el have only negligible effects on a. Accepting
this conclusion, it would seem that variations in the credit period will
(ceteris paribus) change the slope of the "linear" function (6: 8) while
the "intercept" aremains approximately constant. An increasing vol~me

of sales andfor a varying growth rate in sales will ceteris paribus affect
the credit function only as aparallel shift. Provided the average credit
period is constant then, the actual value of H should differ from its
transactions component by an additive shift factor as specified in (2: 14c).

5.4 A Simple Method. of
Non-additive Residual Analysis
The purpose of the present section is to investigate the influence of varia
tions in average credit periods on the computed residuals in regression
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equations (2: 8) and (2: 9) in Chapter 2. We shall propose a simple method
to test for the presence of such variations.

Consider the estimate of the transactions c01nponent in trade assets:

H(t) = ~S(t) + a, (5: 12)

where eX and a are the least squares estimators of et and a in (5: 8)-Ct
and a are assumed to be constants. Combining (5:8) and (5:12) we
define the computed residual as:

H(t) -ll(t) = [et(r) - cXJS(t) + [a(O,t) - a]. (5 : 13)

Derivating this residual with respect to the average credit period gives:

o[H(t) -ll(t)) = S(t) +o[a(O,t) - d].
oCt(r) oet(r)

(5 : 14)

Our concluding argument in the previous section was that the last partiaI
derivative of (5: 14) should be small relatively to S(t) and possibly neg
ligible as to absolute size. Since S(t) is large and > 0, we would expect a
lengthening of the average ~redit period ceteris paribus to increase the
computed residual [H(t) -ll(t)] and vice versa. This is the substance of
the residual testing procedure employed in Section 5.2. The fact that
the sales variable also changes over time and may affect the term a(O, t)
substantially introduces an uncontrollable element into this residual
analysis.

Besides the term [a(O, t) -a] in (5: 13), the size and the sign of the
residual obviously depends on whether et(r) ~ eX. Consequently [H(t)
fl (t)], by itself gives no: information as to possible variations in the
average credit period. This seems not to have been noticed by Brechling
and Lipsey [1963J who investigated the residual only.
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CHAPTER 6

Manu acturing demands on the
money markets 1 65-70-
a long-term forecast

6.1 Method and Background Material

The basis for this forecast is the report of the 1965 Government Long
term Survey which investigates the growth prospects and growth plans
for the Swedish economy 1966-70.1 A report on the manufacturing
sector has been published separately by the Industrial Institute for Econo
mic and Social Research (IUI) in Bentzel-Beckeman [1966]. In aparallel
study Kragh [1967 a, bJhas analysed the consequences of the total "plan"
of production and capacity growth for credit flows in the organized credit
market.

In principle, we propose to investigate in this chapter the total demand
for external funds in the organized credit market that can be expected
to originate if the long-term plan or "forecast" for production and capa
city growth in the manufacturing seclar is realized.2 This in fact amounts
to a reverse application of our investment model. Instead of analysing
the impact of unexpected injections of cheap and subsidized finance
into the manufacturing sector on investment, we propose to investigate
here the "needs" for such finance created by the long-term plan. In this
forecasting case planned investment demand-based partly on ques
tionnaires sent to a very large number of firms-may be regarded as a
subset of the investment reserve for the fiye-year period.

The theoretical foundation for the forecast has been expounded already
in Chapter 4. It was shown there that the maintenance of financial equili
brium in the long-run requires equality between the capital budget and
gross investment. Since output and gross investment for the prediction
period is given in the Government investigation we only need to com-

1 See "Svensk Ekonomi 1966-1970 med utblick mot 1980" (SOU 1966: l), or the
English translation; The Swedish Economy 1966-1970 and the generaloutlook for
the seventies. (Published by the Ministry of Finance) Stockholm 1966.
2 A more detailed version of this chapter was originally published as a supplement
to Kragh [1967 a]. See Eliasson [1967 aJ.
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pute the necessary inflow of external funds from (4:5). It is assumed
that the coefficients of the capital budget as estimated for each sub
industry group for 1950-63 "dll also be valid for the prediction period
1965-70.3

The long-term forecast by Bentzel-Beckeman is to be viewed mainly
as a projection of future growth in productive capacity. The first years of
the forecasting period evolved as we have seen, into the recession of
1966/67. Consequently, the actual rate of growth of output for the years
1965-67 fell substantially below the forecasted exponential growth trend.
A comparison in this respect between actual development and the Rent
zel-Beckeman results has been made by Ekström [1968]. His analysis,
however, results in a quite small revision4 of B & B's results and rather
amounts to an appraisal of what cyclical factors would be required for
actual development to coincide with predicted development on average.
For that reason, the only additional computations possible on the fi
nancial side are comparisons between predicted and realized values for
the period 1965-67.

The numerical results to be presented have been based on the applica
tion of individual sub-industry capital budgets (4: 5) as estimated in
Table 3: 2. Individual "plans" for production gro,vth or as B & B prefer
to eaU them "calculations as to the most probable maximum growth
rates", are available. On average manufacturing output is expected to
grow by a maximum of 5 percent each year; this is an adjusted figure
compared to the 7 percent average growth expectation quoted in ques
tionnaires by a very large number of firms.

The investment' "plan" is very rudimentary. On the basis of a nu
merical analysis of a production function, the choice fell upon a 7 percent
growth rate in investnlent by manufacturing to secure a 5 percent ex-

s This requires inter alia that the production function adopted for the output
investment plan of Bentzel-Beckeman [1966J has to be consistent with the invest
ment-growth model of Chapter 4, which has been applied here to estimate manu
facturing demands upon the money markets. For a more extensive analysis in this
respect see Eliasson [1967 a, pp. 247ff.]. We also note that Bentzel-Beckeman [1966]
are very sceptical about the numerical validity of "plan-data" presented. Often
they prefel' to refer to the "plan" as an "appraisal" or rather a "calculation". We
are of course perfectly aware of the deceptive nature of numerical specification in
prediction work. Any "plan", "predietion" or "forecast" is by definition an ex
ante concept normally to be subjected to substantiai revisions. We take the liberty
to use here the term "predietion" or "forecast" for our own calculations despite
the vagueness of the exogenous input data.
4 The original estimate of a 5.0-5.5 percent growth in output was reduced to 4.5
5.0 percent. Ekström [1968, p. 28]. Adjustments for this downward revision would

change our results only slightly.
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pected annual increase in output, capacity, assuming a practically un
changed level of employment and roughly 3 percent annual contribution
to the growth rate from technical change.5 The unadjusted investment
plans compiled from the questionnaires were apparently too low for being
compatible with 5 percent annual growth in output. According to ques
tionnaires an average investment volume exceeding that of the previous
five-year period by 6 percent only, was reported to be needed during 1966
70. Most probably this is again a reflection of the "exclusion hypothesis"
discussed in Section 2.3.10. The price level of final and investment goods
during 1963 was assumed (in the calculations) to remain constant during
the remainder of the sixties. A correction has subsequently been made
for annual price changes up to and including 1966. The results of the
prediction to be presented in the next section are based on 1966 prices.

Assuming for each sub-industry group in (4: 5) that:

gross investment = I = <I> ,

aggregating over industry groups and substituting the production and
investment plans exogenously given from Bentzel-Beckeman [1966] and
the report of the long-term survey into the formulas total manu

facturing net demand for funds (LlED) in the organized credit market is
given as:6

~ED=I -~Nli~Si-~a5iSi-~f5i'

The demand for external funds so calculated represents what will be
called forecast alternative (1) in the next section. For example, we may
specify here the following numerical properties for the aggregate fore
casting model:

~ED=l+0.36 ~S -0.07 S -190.

Besides the financial requirements arising from investment in fixed as
sets the accompanying net requirements of working capital for trans
actions purposes amount to 36 percent of the change in sales or output.
InternaI financing amounting to on average 7 percent of sales is to be
subtracted from this total figure.

5 A detailed record of the underlying data has not been presented in this mono
graph. The reader is referred to Bentzel-Beckeman [1966] or, for a convenient sum
mary table to Eliasson [1967 a], Table 2: l, p. 232.
6 On the basis of the uncertain empirical results recorded in Table 3: 2 we assumed
04 = el (l +eg) = O and reestimated equations (2: 8, Il) of the financial model ex
clusive of D.Ec and D.S. This also explains the divergence bet,veen the coefficients

in the numerical example below and those of Table 3: 2.



Finally, an estimate of the initial disequilibrium in stocks of working
capital at the beginning of the forecasting period can be obtained with
the help of (2: 13). Deficits in working capital stocks would also have to
be made good if financial equilibrium is to be attained by the end of the

forecasting period.
One argument during recent years (possibly coloured by the reces-

sionary conditions) has been that the econolnic environment might quite
plausibly change for the worse for business firms during the forecasting
period. Excessive wage increases and the additional profit squeeze arising
from the increasing contributions to be paid by employers to the new
National Pension Fund have combined with apprehension concerning
possible faltering demand for Swedish exports to produce a gloomy out
look for the immediate future. Inter alia declining savingsjinvestment
ratios (see Diagram 6.1) from 1958 and onwards have been presented as
evidence in support of this argument. To account for contingencies of this
nature a forecast alternative (2) has been camputed. Instead of basing
the savings projection on the savings-sales relationship for the whole
period 1950-63, the somewhat lower average savings margin (SAV/S)
observed for the more recent period 1961-63 has been assumed for the

predictian period.

6.2 Results of Forecast

l. Demand for external lunds 1966-70

The basic results of our calculations have already been plotted in Diagram
1:2 iI! Chapter 1. The steep upward trend in investment and total uses
of funds experienced from the end of the fifties is seen to continue all
through the sixties. In both prediction alternatives the net demand for
funds in the organized credit market has to increase {substantially in
alternative (2)) for the long-term "real plan" to be attained. According
to alternative (1) a total demand for external funds of about 6300 mil
lion Sw. kronor has been calculated for the five-year period 1966-70
(see Table 6: l). This figure lies only slightly above actual borrowing in
the organized credit market during the preceding five-year period. About
500 million Sw. kronor of additional external funds would have to be
made available to secure equilibrium in stocks of working capital by the
end of 1970. The less optimistic savings alternative (2) would require
borrowing to increase by more than 50 percent if the expansion plan of
the Government investigation is to be realized financially. We regard this
alternative as an extreme one, however, despite the fact that actual bor
rowing during 1965, 1966 and 1967 (see Diagram 1 :2) might suggest
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Table 6: l. N et borrowing by ntanu/acturing industry in the organized credit
rnarket 1951-70, Sw. kronor, milliona

1951-1955

l 340

Additional demand to attain
financial equilibrium by 1970

Short-term borrowing in com
merciai banks as a percen.
tage of total borrowing 26

1956-1960

l 640

12

1961-1965

5600

30

1966-1970
(forecast)

{
6 300 alt. (l)
9900 alt. (2)

500b

a Expressed in current prices each year 1951-65. For 1966-70 the estimate is
in 1966 prices. The organized credit market encompasses net borrowing in the bond
and debentures market and the stock market, plus direct borrowing in commercial
banks and insurance companies.
b This figure has been obtained from an estimate of (2: 13) by simple summation
over sub-industry groups the year 1965.

otherwise. After correction for price changes a calculation in fact sug
gests that according to alternative (l), financial equilibrium was attained
during 1966, and 1967 was characterized by net holdings of working
capital (incl. financial assets) slightly in excess of transactions require
ments. Towards the end of the year these excess holdings have been
estimated to have been somewhat more than 1 000 million Sw. kronor or
almost 20 percent of the 1967 gross investment value.

Furthermore, the lower savings margin assumed in alternative (2) im
plies lower gross profit margins also which is not altogether compatible
with actual experience from previous periods (see Diagram l: 1 in Chapter
l). Secondly, lower profit margins might quite weIl reduce firms' incentive
to invest and grow and consequently invalidate the output-investment
plan made by the Government Long-term Survey.

The predicted increase in external net borrowing in alternative (1) is
basically the result of faster growth in gross investment than in output
and saving. The results from Chapter 3 suggest that external finance
associated with investment expenditure is dominated by long-term bor
rowing, so that demand should be directed mainly towards long-term
sources of funds in the capital market. Consequently, there are reasons
for believing that adeliberate tightening of controls on the bond and
debenture markets may affect not only the composition of borrowing
but also long-run investment plan realizations and hence also planned
growth in output with a lag and-closing the circle-the demand for
external funds as weIl. These possibilities will be discussed further below.
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Diagram 6: 1. lttternal financing ratios, manufacturing 1950-70

Percent150rT
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B

,---- .. ---- --- ... -. ..

SO 1---fl.--I------t------~___7l"----~-_+_-----____1

A ratio of gross saving to gross investment
B ratio of gross saving to total uses of funds

2. Internal Finance-the Savings Investrnent Ratio

Diagram 6: l illustrates the forecast development of the savings/invest
ment and savings/total uses-of-funds ratios. It is evident that forecast
alternative (l) (the only one plotted) results in a very modest decline
in the savings/investment ratio during the forecasting period. The de
cline in the savings/total finance ·ratio practically disappears owing to
the large component ofworking capital accumulation in the denominator,
which is more or less proportional to saving when gro,vth is exponential
as in the long-term plan. There are no apparent tendencies for either
of the two ratios to decline secularly over the whole twenty-year period
1950-70.

The savings/investment ratio has been a topic of current concern in
the 1960's. Since the years 1958/59 a systematic decline in this ratio has
taken place throughout the sub-industry groups-this is apparent for
all manufacturing in Diagram 6: l. A quite in common argument has
been that a lowering of the savings/investment ratio is a disquieting
sign with regard to future prospects for industrial expansion. The ratio
has even been at times loosely identified with the concept of profitability.
As the problem is central to our analysis a few words of clarification are in
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order. Firstly, the savings/investment measure is a ratio of two quantities
which by no means have to follow similar time-paths, at least in the short
run. Secondly, a profitability measure should relate an income flow to the
amount invested, which is a stock entity and not an internal cash inflow
to a current flow of investment spending as is the case of the savings/
investment ratio. The savings/investment ratio will only be an adequate
indicator of profitability under very particular circumstances; namely
"rhen stock and flow components (output, saving, investment and capital)
are growing at the same rate. This could be a possibility within a context
of very long-run growth only. As a rule, as weIl as by definition, the
savings/investment ratio is a liquidity concept. As such, it is, however,
not even a good indicator of current liquidity risks, since the denominator
by no means measures, or even indicates, the extent of fixed payments
commitments.

Basically, gross savings should be derived from the current income
(profits) of past investments, while expected future income is an im
portant determinant of investment expenditure. Optimistic expectations
as to the profitability of current investment opportunities should stim
ulate firms to invest and to increase the plow-back of past profits, and
as weIl to increase their willingness to acquire debt. The dependence of
expectations on the past (as assumed in our model) will of course introduce
a stabilizing factor into the savings/investment relationship. Neverthe
less, the numerator and the denominator of the savings/investment ratio
do not necessarily have to nl0ve in phase. Indeed, observation suggests
that the main cause of fluctuations in the ratio is to be found with in
vestment; the sudden decline in the ratio and the marked increase in
long-term borrowing in the capital market between 1958 and 1962 was,
for example, almost entirely the result of the sharp increase in the level
of investment spending. Gross saving followed the growth in sales rather
clasely at a much slower rate. In general, we observe (from Figure 6: 1)
pronounced declines in both ratios during business upswings. Since work
ing capital stocks respond much more promptly to increases in sales
than do stocks of fixed assets, the savings/total finance ratio is apt to
dip earlier and more markedly than the simple savings/investment ratio
(cf. the years 1959/60 and 1964/65). It is hard to see why such a develop
ment should be a source of apprehension only; on t~e contrary, the wil
lingness of industrial firms to acquire debt during these years in order
to expand productive capacity could be considered an indicator of op
timistic expectations as to the future. Stagnating industries, such as the
textiles display remarkably high savings/investment ratios. This in turn
probably reflects the apparent tendency with stagnating firms to ac-
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cumulate excessively large holdings of liquid assets instead of investing
in productive equipment; a phenomenon quite adequately described by
Meyer-Kuh [1957, pp. 94ff.] as the "Senility effect".

The high ratios of internal financing among manufacturing firms have
led to discussions of efficiency in the allocation of financial resources to
investment projects. A high level of past profits might make firms lax
in their search for an optimal set of investment projects. Much of this
debate has been conducted within a framework of static assumptions
including no uncertainty as to the future. In this world "internal financ
ing" as a concept ceases to be of interest; by merely introducing un
certainty the liquidity risks associated with external financing willlower
the relative costs of plow-back. Consequently appraisals of optimality
in resource al1ocation must also consider individual firms' attitudes to
ward risk taking. The existence of disparate individual estimates as to an
uncertain future development of important decision variables, further
more, makes the mere determination of what precisely is to be meant
,vith "optimality" a questionable matter, indeed.

The taxation system in most industrialized economies provides a
further stimulus to plow-back of profits. If the channelling of business
saving via the credit market is associated with a taxation drain on profits
the relative profitability of internally financed investment might in
crease with consequent non-optimal allocation of financial resources com
pared to the case in a taxfree world. Still, this whole argument rests on
the definition of a static firm restricted historically to a given and fixed
set of productive activities. As mentioned earlier, this is not a fair picture
of the modern corporation; the search for new markets and the most
profitable investment projects might very weIl take place within a given
firm by altering the composition of productive activities and investing
accordingly.

3. Credit Market Skares

Lastly, we refer to Table 6: 2 for the overall allocation of credit fIows in
the organized credit market expected for the final year of the sixties.
The basic data have been compiled from Kragh [1967a, b] and van der
Hoeven [1967]; the total supply of funds in the organized credit market
was there derived indirectly from a number of separate projections of
GNP components on the income side and observed "preference channels"
for savings flows to credit institutions. The relationships are chiefly
quantitative.

The caIculations are quite complex and based partIy upon a credit
matrix method of analysis introduced originally by Kragh [1960J. An
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Table 6: 2. Flows of funds in the organized credit market 1955/59, 1960/64 and
1970, percentage credit market shares distributed by sectors

1955/59 1960/64 1970 (predietion)

A. Government and
municipal authorities 33 Il 9

B. Housing 40 41 35(47)
C. Manufacturing 6 15 9
D. Other private firms,

households, etc. 21 33 47 (35)

Total 100 100 100

Basic 80urces for sectors A, B and D: ICragh [1967 a, b] and Van der Hoeven [1967].

iterative procedure was applied in the calculations to correct for araising
quantitative disequilibria. The closing of remaining gaps has been dis.
cussed in terms of alternative lines of economic policy action. For details
the reader is referred to the sources mentioned. In principle, however,
the total supply of funds calculated is not directly dependent upon mar·
ket rates of interest. Adorninating component on the supply side is
the projected rapid growth of the Swedish national pension fund (the
ATP-system) accounting in 1965 for 22 percent of a total supply of 12
billion Sw. kronor and an estimated 32 percent of 17 billion Sw. kronor
(1965 prices) in 1970. This projection depends, however, heavily on growth
in the total wage sum and consequently on GNP-growth in general. Em
ployers' contributions to the pension fund is a substantiaI and increasing
cost element for firms which affects, ceteris paribus, profitability and in·
directly also the incentive for firms ~o grow. Contrary to our investment
theory, this last !ink or feed-back has not been accounted for explicitly
in the financial projection for the total economy, which, in its basic "real"
premises, relies entirely on the report of the Government Long-term
Survey. Consequently, the "real" and the financial projections viewed
together constitute an ex-ante disequilibrium system or plan, the real
ization of which will require adjustments in some prediction parameters.'

Without going too far into the details of Table 6: 2 we note that the
9 percent share for the manufacturing sector to be expected in 1970
according to forecast alternative (1) irnplies in fact a dirninished share
compared to the previous five-year period of high investment spending.

As for the housing and the residual sectors B and D, two alternatives
have been presented. The figures "rithin brackets refer to an estimate

'i Same of these aspects have been discussed in a recent reexamination by Kragh
Aberg [1968J and van der Hoeven [1968J of the "forecasting" or "planning" results
of the Government Long-term Survey.
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where the remaining total supply of funds calculated-given the supply
to A and e-has been allocated according to the pattern of distribution
for the five-year period 1960-64. An excessive supply to the housing
sector B compared to the financial "needs" derived from the Long-term
Survey emerges. Sector D is assigned a share in 1970 equalling that
of the period 1960-64. When account is taken of the more realistic
volume of demand for external finance from the housing sector B (35
percent), the whole residual supply has to be shifted to the residual
private sector D. Areally sharp increase in demand for finance would
be needed in this sector to match this supply. Sector D is quite small
and its estimated long-term growth only moderately expansive.

Total demand for and supply of funds calculated ex-ante are clearly
not consistent. Table 6: 2 may serve as the starting point for a number
of arguments as to the possible development ex-post, necessary adjust
ments and economic policy measures needed to close existing gaps be
tween demand and supply. In conclusion, we choose to consider only
the case when total supply can be assumed to be realized ex-post (in
dependently of possible paralleI adjustments in other variables) under
such conditions that rates of interest in the organized credit market are
currently kept substantially lower than current rates of return among
a sufficient number of firms in the private sector C. This is basically the
prerequisite for the expansionary postulate employed in earlier chapters
to be satisfied. The more excessive the total outflow or supply of savings
in the organized credit market (ceteris paribus) the more reasonable
this postulate will seem. We assume furthermore that demand from sec
tors A and B is fixed institutionally at 9 and 35 percent respectively and
that sector D will demand a maximum of 35 percent. Evidentlyan ex
cess ex-ante supply of external funds to the manufacturing sector D
will prevail in 1970 amounting to 12 percent of 17 thousand million Sw.
kronor, or roughly 2 thousand million Sw. laonor. Our capital budgeting
theory of investment planning if combined with the expansionary postu
late prediets a considerable growth potential for the manufacturing sec
tor, provided no Government restriction on the supply of funds are im·
posed. If sufficient investment opportunities are available to manufac
turing firms the realization of this indeed hypothetical growth potential
would require a substantiaI and quite implausible upward revision in
investment and production plans compared to the figures presented in
the Government Long-term Survey.
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CHAPTER 7

onc usion with respect
to monetary policy

We notice that our basic capital budgeting theory of investment il1cludes
only three financial variables through which monetary policy may in
fluence manufacturing investment-the availability of long-term bond
finance (ilEL), net commercial bank borrowing and the change in net
commercial bank borrowing. ilEL can be directly influenced by Govern
ment regulation. In the empirical testing of the realization function
ilEL included new industrial issues in the bond market only. Thus ~EL
was always a positive variable and our hypothesis was that firms at the
time of investment planning (late in the autumn) for the next year
could not rely upon access to such finance. This was due to Government
control as weIl as to uncertainty in general at this early stage of planning
about future floation of bond and debenture issues. Thus our working
hypothesis was that investment plans were drawn up and reported on
the assumption that no such finance would be available.

We found that branches that were granted permission to issue bonds
also tended to revise their investment plans upwards during the same year.
On the basis of our theory we accepted this evidence as support for our
hypothesis that unexpected access to bond finance stimulates investment
spending significantly and with a short reaction lag. The combined inter
pretation of the two realization functions for machinery and construc
tion investment indicates that the upward revision in investment during
the current year is weIl over 50 percent of new issues. This interpreta
tion rests, however, on the basic assumption of a reserve of investment
projects which can be embarked upon at short notice (the expansionary
postulate). The effect of Government controls or uncertainty in this re
spect has been measured with reference to the complete exclusion of
industrial firms from this kind of finance. This was also assumed to be
the situation firms counted on when reporting their annual investment
plans. Thus, in our model, Government control of the capital market
cannot induce a downward revision in investment plans.

Our hypothesis about the effects of variations in commercial bank
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borrowing on investruent had to be rejected. This result stands out In
apparent contrast to current opinion on the Inatter. Furthermore, during
our observation period, a general monetary squeeze on the economy has
been implemented to a large extent via the commercial banking system,
and for that reason our results require close inspection. At least two
alternative interpretations are compatible with the data. The first and
most straightforward conclusion is that commercial bank loans do not
figure as an important source of investment finance. The effects on in
vestment of a decrease in bank borrowing will then be only indirect, and
not significant enough to take into account. Secondly, commercial bank
loans may to a large extent be arranged in advance. Expectations as to
the possibilities of obtaining a bank loan will largely be realized, and no
correlation between commercial bank borrowing and plan revisions will
then be observed. Some support for this latter alternative is found in a
recent study by Hagström (1968, Ch. VIIIJ.

Still, whatever importance ,ve attach to these two alternatives, we
have to note that manufacturing firms only accounted for a quite small
fraction of total commercial bank lending, about 15 percent of total out
standing loans. Inspection of credit market data collected in this investi
gation did not suggest that manufacturing was one of the first sectors to
be hit by a general credit squeeze directed against the commercial bank
ing system. Moreover, during all of the fifties net commercial bank bor
rowing was (on a yearly basis) onlyasmall fraction of the total external
finance of manufacturing firms. A significant change, however, occurred
during the sixties. Furthermore, net annual changes do not of course
reveal important short-run fluctuations during the year. Still, if we are
to study investment behaviour over 12-month periods it is necessary
that the financial statistics be available on a similar time period basis.

Sunlmarizing so far, we may state that our results do not support the
efficacy of a general monetary policy directed against the commercial
banking system, as long as we confine ourselves to investment behaviour
in the manufacturing sector. On the other hand, Government regulation
of the bond market seems to be a powerful short-run regulator of invest
ment.

Discussion of monetary policy problems has been focused to a large
extent on the restrictive impact on economic activities arising from an
increase in the costs of funds. The explorative regression experiments
in this study do not suggest any significant causal relationship between
the rate of interest and entrepreneurial tendencies to revise investment
plans. By interest rates we mean those which are officially recorded in
the organized credit markets, which are characterized in Sweden by con-
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trols and imperfections. This negative result does not, however, rule out
interests rates as a determining factor in investment behaviour; rather
our conclusions are that interest rates registered in this organized credit
market firstly are not the relevant measures in. this respect and secondly
have been kept practically constant during the observation period.

Positive correlation between "excess cash holding" and upward revi
sions in investment plans, and vice versa, has been observed. The causal
interpretation of this finding is necessarily uncertain. Still, we found it
reasonable not to reject a priori a causality which runs from liquidity
to investment. If this interpretation is correct, we might conclude that
actual deviations from a desired transactions stock of liquidity will af
fect investment spending. As implied in our model, these deviations may
very weIl be endogenously determined. Still, the particular operation of
the investment funds system during 1960 and 1961 (see Section 1.1.3)
resulted in large shifts of liquid balances from firms and the commercial
banking system to blocked accounts in the Central Bank. Provided again
that the observed relationship between excess cash holding and invest
ment spending is "true", we would expect a slight downward revision
in investment plans as a result of the operation of the investment funds
system during 1960 and 1961. This conclusion is also supported by the
residual analysis of the realization function.

Statistical evidence does not support the widely held opinion that the
"grey" market for trade credits serves as a source of reserve finance
when the credit market is tight. A sales variable explained most of the
variation in the stocks of trade credits and trade debts. However, we
found that firms tended to increase the stock of trade credits granted
over and above transactions requirements during years in which they
increased their net borrowing in the commercial banks.

This evidence combined with rejection of the hypothesized relationship
between commercial bank borrowing and short-run investment behaviour,
suggests an aversion toward short-term financing of investment expendi
ture. Our data thus do not support the view that increased availability
of short-term finance from the commercial banking system and the "grey"
credit market will stimulate investment considerably. On the other hand,
there is evidence supporting the view that increased availability of long
term bond finance will stimulate investment substantially during the
same year.

Within the domain of reasoning bounded by our capital budgeting
theory of investment, the empirical results suggest that monetary policy
enacted to stimulate business investment can be made effective provided
the correct measures are chosen and provided the permissive condition
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of long-term expansionary expectations among a sufficient number of
private firms is satisfied. This expansionary postulate has been defined
in terms of an investment reserve dependent upon a positive gapbetween
expected rates of return among firms and controlled rates of interest in
the organized credit market. No apparent evidence so far suggests that
this investment reserve has been sufficiently small any year during the
period studied (1950-67) as to make our proposed theory inoperative as
a reasonable but approximate explanation of short-run private invest
ment behaviour.
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