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## FOREWORD

Statistical studies of earnings are important for many purposes. In the complicated and technical process of present day negotiations comparisons of wages and salaries are done by more and more refined methods. Similar comparisons are central both in professional and political debate about income distribution and inequality in standard of living. Studies in the structure of earnings are also important for the analysis of consumptions and savings behavior and for educational planining.

The complex interaction between all those factors which determine the structure of earnings makes the analysis a difficult task. In empirical work it is thus urgent to try various methods of general applicability which catch significant features of the earnings structure. The present study is a statistical analysis of the salary structure in Swedish industry. Although the methodological aspects of the study are important, the empirical illustrations of the methods of analysis give results which carry over as suggestions for future research.

The study is made by fil.lic. Anders Klevmarken. It started while the author was employed by the University of Stockholm and the National Central Bureau of Statistics. The study was then completed at the Industrial Institute for Economic and Social Research (IUI) and jointly sponsored by all three institutions. The statistical data have been obtained from the salary statistics of the Swedish Employers' Confederation (SAF) and the Swedish Association of Graduate Engineers (CF). We are grateful to these two organizations, without the generous support of which this study would have been almost impossible to complete. We also wish to express our appreciation to the seminar at the Institute of Statistics, University of Stockholm and the seminar at The Stockholm School of Economics for their comments and suggestions. The study has also benefitted from financial support from The Swedish Council for Social Science Research.

Stockholm in April 1972

Sten Malmquist Institute of Statistics University of Stockholm

Lars Nabseth Ingvar Ohlsson The Industrial Institute for Economic and Social Research

National Central Bureau of Statistics
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It has indeed been a great privilege to work in the stimulating environment of three research institutes: the Institute of Statistics, the Forecasting Institute and the Industrial Institute for Economic and Social Research (IUI). My greatest obligation is to Sten Malmquist for all his encouragement and patient guidance. His generous interest and our frequent discussions have been a great support, in particular when doubts about my progress were persistent. I am also indebted to Thora Nilsson, head of the Forecasting institute, and Lars Nabseth, director for the Industrial Institute for Economic and Social Research, who have both actively contributed to my work, not only by »administrative» support but also by comments and suggestions to improvements.

Harry Lütjohann and Staffan Lundquist were exceptionally generous struggling through unorganized early versions of the manuscript, discussing substantive and expository issues at length, and making a great number of invaluable contributions. No doubt, the book improved very much as a result of their helpful efforts.

I have been unusually fortunate in receiving many useful suggestions from Tore Dalenius, Gunnar Eklund, Gunnar Eliasson, Karl-Olof Faxén, Siv Gustafsson, Jan Henriksson, Erland Hofsten, John Quigley, Erik Ruist and Carl Johan A berg.

I also wish to express my special appreciation to Hans Löfgren and his collegues at The Swedish Employers' Confederation (SAF) who never refused assistance in providing and interpreting SAF's statistical data, nor in commenting on preliminary drafts of the manuscript. Thanks are also due to Jon-Erik Eriksson and his collegues at The Swedish-Association of Graduate Engineers (CF) who helped with data and comments on empirical results. I am grateful to Kurt-Allan Wallgren for his assistance in comparing the SAF-data and the CF-data (Chapter 2) and to Sune Robin for providing data from the job-indicator in Dagens Nyheter. I also wish to thank Bengt Cedheim who made a great job in programming all the computations for Chapter 5, and L. Gruber who improved my English.

Grateful thanks also go to editorial and secretarial help at all three institutes. In particular I wish to mention the generous assistance of Ruth Ellerstad and Wera Nyrén at IUI in preparing the manuscript for the printer.

I am of course responsible for any remaining errors of fact or interpretation.

Stockholm in April 1972
Anders Klevmarken

## CHAPTER 1

GENERAL INTRODUCTION AND SUMMARY

Wage and salary differences are of general concern and in the debate the》facts» presented to support arguments and interpretations of statistics are often contradictory, or at least they seem to be. In the authors's opinion this is not usually a result of a conscious attempt to misuse statistics for the sake of a good cause, but rather the effect of different definitions and different methods of analysis. Lack of data, lack of good methods and insufficient understanding of the assumptions behind existing methods leave a wide range for »expert» interpretations.

In their textbook Wallis and Roberts (Wallis and Roberts [1956]) give many simple but illustrative examples. One of them is example 77C (p. 77).
$» A$ manufacturing plant found that the average monthly earnings of its employees had fallen 8 percent during a certain period. This might seem to »prove» that earnings had gone down. As a matter of fact, however, the earnings of every single employee were exactly 10 percent higher than at the beginning of the period. The reason the average earnings fell despite this increase was that many of the higher-paid employees were dropped at the time the increase was made, so that the new average included only lower-paid workers.)

Another example is obtained from the negotiations and conflict between the Swedish Confederation of Professional Associations (SACO), the National Federation of Government Officers (SR) and the Swedish National Collective Bargaining Office during the winter and spring of 1971. In this tense situation contradictory »facts» showing salary increases during past periods of varying length and in comparison to other groups in the labour market were presented by both sides. In negotiations comparisons of wages and salaries between groups of employees have traditionally been made, whenever possible, after standardization for differences in age and kind of job. The basic principle underlying the interest in standardization for differences in the kind of job is that of equal pay for equal job. This principle does not say anything about the wage or salary difference between two different jobs and it does not necessarily conflict with a policy aiming towards an equalization of wages and salaries. Such a policy is nothing new in negotiations, but in the negotiations during the winter and spring of 1971 these aspects were spotlighted and given a new emphasis. While SACO and SR, which represent civil servants and
teachers at middle and high levels in the public sector, presented figures to show what small nominal increases and even real decreases their member groups had received during the duration of the previous agreement, new statistics were suddenly thrown into the debate showing that these groups had in general obtained increases exceeding that of any other group. From the statistical point of view it is interesting to note that they were obtained by a method of comparison rarely used before in negotiations in Sweden. These new data were obtained from a public investigation (Eriksson [1970]) where each individual in a sample of SACO and SR members was followed over a number of years and their salaries recorded. The average salary increase obtained from these data was high because promotion from one job level to a higher one in the career of a civil servant was included in the measurement. There was thus no standardization for differences in job level in this comparison.

There is no easy answer to what is the proper comparison, but it is important that the nature of different methods of measurement and the differences between these should be clearly understood which was probably not the case during the conflict. (See also Klevmarken [1971].)

### 1.1 AIMS

The two examples above are both related to negotiations, but the main purpose of this study is more general than merely that of criticizing statistical practice in this particular field of application; it is rather to suggest some methods for the analysis of income and earnings statistics of a wider applicability and to illustrate empirically how these methods work. This study is not intended to solve one particular problem by one method especially designed for this problem. On the contrary, the methods suggested in this study are believed to be useful in several different applications, and some examples will be given.

The methodological aspects have offered more than enough problems of interest for one study. Analysis of data from a subject matter point of view is therefore not a primary objective of this study. The empirical analysis first of all serves as an illustration of the methods. However, this does not mean that the empirical results obtained are not interesting in their own right. Although it is the methodological aspects of the study which are stressed, its purpose is in this sense twofold. This double objective is more a problem of presentation than a real problem, because a discussion of methods must always have some relation to applications. Several examples of possible applications as well as references to work carried out by others are given below. Most of them are taken from the fields of economics and salary negotiations, but there are also some references to other fields of application.

The construction of the models used in this study is naturally influenced by subject matter studies performed by others. This is for instance true for the choice of variables which is also limited by available data. As the statistics used were originally collected for use in negotiations, we have some guarantee that the variables are at least relevant for this purpose. The present applications of the methods suggested may be called descriptive in the sense that little of economic or institutional explanation is offered of the particular features found in the data in addition to what is now inherent in the models. Although they are not based on a particular economic or industrial relations theory, the models can easily be modified and expanded to give answers to economic problems. They can thus serve as a basis for an economic analysis. Some indications in this direction are given in particular in chapter 4, but it is beyond the scope of this study to pursue the analysis in that direction.

### 1.2 A READER'S GUIDE

Except for chapters 1 and 2 each chapter is organized in one theoretical and one empirical part. In order that the reader may benefit from the text in an empirical part it is not necessary that he should read the corresponding theoretical part in detail, but it is assumed that the reader is acquainted with the notation and main characteristics of the model. It is not necessary to read all chapters in one sequence since each chapter is relatively selfcontained.

Because of the twofold purpose of the study and the possible difference in interest of the readers it may be appropriate to give a relatively detailed guide to the following chapters and summarize the results chapter by chapter.

### 1.2.1 A reader's guide to chapter 2

Even if the main objective is methodological it is necessary to know the limitations and nature of the statistical data in order that appropriate methods may be designed. It needs hardly be mentioned that this knowledge is a prerequisite for interpretation of the empirical results. The data used are salary statistics from the Swedish Employers' Confederation (SAF) and from the Swedish Association of Graduate Engineers (CF) which collect salary data for their negotiations. For readers not familiar with Swedish negotiations for salary earners, the very brief survey of institutions and negotiation practice at the beginning of chapter 2 may facilitate understanding of the interest in a study of the salary structure and also the instrumental rule of the statistics. The remainder of chapter 2 is a rather detailed survey of statistical data, its collec-
tion, definitions and limitations. As the SAF data only cover salary earners employed by members of SAF there are groups of employees which enter and leave the records. It is important that readers who want to interpret the empirical results, in particular those in chapter 3, should read chapter 2. Similarly, the statistics do not cover employees at top management level which gives a selection bias in the estimates of salary increases in chapter 4 and of salary differences in chapter 5 . This data problem is also treated in chapter 2.

### 1.2.2 A reader's guide to chapter 3

Chapter 3 serves as a general background to the empirical analysis in chapters 4 and 5. The reader who wants to interpret the empirical results will find useful information on for instance age, education and job composition. The distribution of the number of employees over the educational qualifications, jobs, age intervals and industries presented shows what educational qualifications, jobs and so forth are most frequent and for this reason most worthwhile to analyse in the following chapters. Chapter 3 also contains some information on mobility among salary earners which may be interesting as a background in particular to the investigation of changes in the salary structure in chapter 5.

For practical reasons composition and changes in composition with respect to age, education, job and so forth are analysed for two variables at a time, usually education and another variable. The description follows a scheme now exemplified by its application to the variables education and industry. First the educational distribution (composition) is given for all industries together for two or three years. The change in composition between these years is also presented in detail for all industries together. The educational distribution for each industry separately is only presented for the last year. Changes in composition for a single industry are measured by two descriptive statistics. The industries which according to these statistics show a change in composition that deviates most from the change registered for all industries are singled out for a closer examination of the nature of the observed change, while the compositional change in the remaining industries is considered to be approximately equal to the overall change.

The two descriptive statistics used have no particular relation to the analysis of the salary structure in chapters 4 and 5 . One objection to their introduction then is that their fitness for use in the description of compositional changes in the population of salary earners is difficult to evaluate, but on the other hand, their simplicity and affinity both with the usual measures of central tendency and variation and with index numbers may justify their
introduction and application. As these statistics do not necessarily have to be applied to earnings data there is a wider applicability of this approach.

In chapter 3 it is shown that the average annual turnover of salaried employees is $15-20 \%$ of all employed salary earners. This individual mobility and an increased supply from schools, universities and other sectors, increased the total number of salary earners with academic or vocational high school training employed by SAF members by more than $60 \%$ over the period 19571968. Although the aggregate distributions by age, kinds of education, job and industry only show changes in frequency of not more than a few percentage units there are some decided changes in composition. The general increase in the number of employees is unevenly distributed among industries. In the period 1957-1968 this more than doubled in Building and construction, while it decreased in Beverage and tobacco and in Textile industry. The number of employees with a nonacademic education increased more than those with an academic degree. The age distribution also changed. The number of employees below 30 years and between 45 and 60 years increased more than other age groups. Yet another change in composition is the decrease in the proportion of employees at high job levels. Although no analysis of the causes underlying mobility and changes in salary structure is performed in this study the reader may find this information relevant for an explanation of the rigid salary structure found in chapter 5 .

### 1.2.3 A reader's guide to chapter 4

In econometric literature a distinction is made between cross section analysis and time series analysis. Nevertheless differences between individuals measured in cross sections are commonly interpreted as if the same differences had been observed from a time series. For instance, the income elasticity of consumption estimated from a household survey is sometimes used as a measure of the effect on comsumption of an increase in income from one point of time to another. Such an agreement of results from cross sections and time series can not of course be expected to hold in general (Malmquist [1948],pp. 62 ff , Klevmarken [1970]).

Since there is an interest in comparisons of earnings between points of time and between individuals, it was natural to develop a model which distinguishes between these two aspects but at the same time links them together. The result is the model developed in chapter 4. The simple observations behind it can most, easily be explained by figure $1: 1$. Suppose a group of individuals is defined by some common characteristics and that it is divided into cohorts

Figure 1:1. Cohort and cross sections profiles

according to when they started work. Assume also that those who started work in 1910 received the average initial monthly salary of Sw.kr. 500. As they grow older their average salary increases and in 1950, when they have worked for 40 years, they reach the salary of Sw.kr. 1400. Since starting salaries increase from one year to another, those who start work later accumulate their increases from a higher initial level. For instance, those who started in 1920 received a starting salary of Sw.kr. 700 and those who started in 1950 Sw.kr. 1300. If each solid curve is followed to a point which corresponds to a particular calendar year, for instance 1950, and all these points are joined, the broken curve marked 1950 is obtained. This curve describes differences between (groups of) individuals at one and the same point of time
(cross section profile), while a solid curve describes the salary path of a group through time (cohort profile). As is shown by the figure the two kinds of curves (profiles) can be very different.

Age-earnings profiles are of interest in several applications. They are central in the human capital approach in economics, where the profiles are looked upon as a result of investment in human capital (Becker [1962], Mincer [1970]), and they are used in educational planning to calculate rates of return for education (Blaug, Peston \& Ziderman [1967], Siegfrid [1971] ).* They are also used in consumption and savings theory to explain the life-cycle pattern of consumption and savings (Lydall [1955], Tobin [1967], Thurow [1969], Klevmarken [1970]). The profiles are of importance in collective bargaining. Labour unions organizing employees of higher education (academic and professional education) have in their negotiations with employers used the characteristics of the age income profile as an argument for high salaries compared to those groups which do not have a high education and thus enter the labour market earlier. Sometimes the comparison between the groups is done on the basis of lifetime incomes (SACO [1968]). The usual practice of making these calculations from cross section profiles has been criticized in for instance Miller [1965] and Ben-Porath [1966]. The discussion about income ineçuality in Sweden and the example from the negotiations in 1970/71, which was given above is another example of the application of age-earnings profiles. Yet another application is described in chapter 2 , namely that cross section profiles are used in the negotiation process in Swedish industry to determine the so called statistical salary increases due to age (Lind [1963], SAF [yearly]).

In his work on age-earnings profiles Fase (Fase [1969]) mentions actuarial science as another field of application. The profiles may then be used to estimate earnings lost for instance because of injury in an accident. (References are given in Fase [1969].)

Cohort and cross section profiles with the same basic characteristics as ageearnings profiles also have applications in other sciences. That cross section data should be supplemented by cohort data in order to avoid misleading conclusions has long been recognized in the science of demography. As an early example reference may be made to the report of the 1860 Swedish population census, signed by F. Berg, the head of the then recently organized Swedish Central Office of Statistics. For a long time, however, the dominance of the life table which in its most current form is nearly always based on cross section data has had the result that the cohort approach has been neglected

[^0]to some extent. Modern development started with Whelpton [1954] who pointed out that the cohort approach is fundamental for studying fertility and who was probably also one of the first scientists to introduce the term cohort in this context. A more recent Swedish reference is Hofsten [1971].*

Yet another example of a combined cohort and cross section analysis is found in a recent article about the age distribution of cancer (Doll [1971]). In a diagram similar to figure 1:1 the author demonstrates that the annual death rates in lung cancer in England and Wales show the reversed U-shaped cross section profile by age so well known from economic applications. This is so because the death rate increases not only with age but also for each successive cohort.

In applications the data available for derivation of profiles are very often insufficient and inaccurate. Usually only one or a few cross sections are available and there may be changes in the cross section profiles because some observational units are reported one year but not another. Data on individuals may be very expensive or impossible to obtain while avarages, for instance average incomes or average earnings, may be more readily available. A model which is specified in such a way that estimation is possible from this type of data and still permits projections of complete profiles would be very useful in all applications mentioned. ${ }^{\star \star}$ The aim of chapter 4 is therefore to develop a statistical framework for analysis and projection of ageearnings profiles with a limited supply of data.

The chapter starts with a formal representation of an individual earnings path which can be applied to any data. The individual path is seen in this representation as a deviation from the average path of a well defined group. The average path is built up of an average initial salary to which average yearly salary increases are accumulated, Initial salaries also change from one year to another. A reason for the immediate introduction of an average path is that the data to be used are average salaries.

In the later sections of chapter 4 certain simple but rather natural restrictions are imposed on the formal representation which give a few alternative versions of the same basic model. In the first model the salary profiles are

[^1]analysed as a function of active age, i.e. number of years in the labour market, and this model serves as a kind of prototype model. In the second model the salary increases are a function of both active age and physical age. The third model which is a special case of the second, describes earnings as a function of physical age only. Before the empirical application to pooled cross section and time series data from CF and SAF is presented, there is a section about individual variability and the stochastic properties of the models. It is for instance shown that the individual dispersion around the average path, as measured by a standard error, is of the same relative magnitude as the average annual increases.

The application of the model to data from CF shows that active age is more important for the determination of salary increases than physical age. This is a result which is consistent with the human capital theory. When the physical age profile model is applied to SAF data grouped by education, the results show that the estimated average percentage shifts in the cross sections are almost the same for all educational groups. Disregarding a possible bias in the estimates this result can also be interpreted as an almost equal increase in initial salary for the different educational qualifications. The estimates of the age dependent salary increases show more dissimilarities between educational groups. The profiles have a more pronounced peak for employees with a university degree than for those without. To some extent this may be an effect of the selection bias previously mentioned.

Under the assumptions of the model used, it is also shown that a lifetime salary calculated from a cross section profile with a certain discount factor, numerically equals the lifetime salary obtained from a cohort profile discounted by a factor which is the sum of the average percentage increase in initial salary and the discount factor used in the cross section calculations. The estimated models are also used for numerical calculations of lifetime salaries as well as comparative rates of return for education before tax. As the assumptions used in these calculations are restrictive they primarily serve as illustrations. The results may be used as a characterization of the sample period but preferably not as predictions. The restrictive assumptions which now make predictions doubtful can, however, be modified and will make the models more realistic. The parameters of the models, which are interpreted as salary increases, are now assumed to be invariant to factors associated with calendar time but independent of cohort. As the systematic pattern of the residuals analysed in section 4.3.3 shows, this is a rather restrictive assumption. One way of obtaining the desired modification would be to expand the
present models with an explanation of the inter-yearly variations in salary increases in terms of supply and demand for labour, consumer price increases and other factors. By this kind of expanded model it might be possible to make meaningful predictions of changes in the shape of the profiles and then also of future lifetime salaries.

### 1.2.4 $A$ reader's guide to chapter 5

Although it has not been possible within the present study to incorporate explicitly economic growth factors and price increases in the models and in this way to investigate whether, in the terminology of Ben-Porath [1966], economic growth and inflation are neutral with respect to the shape of cross section profiles, the salary structures of isolated cross sections are analysed and compared in chapter 5. The definition of structure is mainly determined by the limited set of variables in the salary data, which of course reflects the concepts and comparisons of interest in negotiations. In chapter 4 we only consider salary differences due to education and age, but in chapter 5 differences due to job level, job family, industry and cost of living area are analysed in addition. It is quite natural to see promotion from one job level to another as one component of the age-related salary increases in chapter 4 while the other factors are mainly used for stratification in the same way as education.

Chapter 5 is, however, not only an investigation of the stability of the salary structure as observed in cross sections, but it is also intended as a general purpose description of the salary structure itself in the sense that it should be possible to use the description for many different comparisons of salary differences, possibly by different users. A descriptive problem usually involves a conflict between ease of presentation and loss of information. The approach taken here is firstly to give an overall survey of the salary structure by using a simple and rather restrictive model and secondly to go into some detail which for practical reasons has to be done on subsets of data.

The statistical model used is the general linear model. Application of this model makes comparisons possible in a general way. As comparisons between earnings of different groups of employees are important in negotiations, this is a field in which application of the methods in chapter 5 could be very useful. The brief survey of negotiation practice in section 2.2 will help to clarify this point. Another field of application is the analysis of income distributions in which the general linear model can help to throw light on the role of important socio-economic variables in shaping the distribution of income from employment as shown in Hill [1959].

Chapter 5 starts with a presentation of the general linear model of less than full rank by an example with two factors. It continues with an analysis of some specific properties of this model. Since it is not a full rank model the parameter values are not all unique and estimable. There are, however, linear combinations of parameters which are unique and estimable. Traditionally the general linear model of less than full rank has been used mainly to test an estimate estimable linear combinations, e.g. differences between two parameters. In view of the general purpose of this study, focusing on estimable linear combinations is not appropriate. We aim at a general presentation of the salary structure which makes many comparisons feasible. The approach chosen is to impose constraints on the parameters in order to obtain unique parameter values, which may be seen as a standardization of the parameters. The constraints have to be chosen according to certain rules, but there are still an infinite number to choose from, i.e. the parameters can be standardized in many different ways. To investigate estimable functions any of these constraints can be used to obtain a solution to the normal equations, but when an estimate of each parameter is to be presented one standardization may be more convenient than another. The choice of constraints within the class of feasible constraints determines the interpretation of the parameters and the corresponding estimates. In a particular application, one interpretation may be preferred before another.

As the choice of a particular set of constraints is of greater importance in the present application of the general linear model than is usually the case, a large part of the theoretical section in chapter 5 is devoted to the choice of constraints. Some estimation problems are dealt with in the last part of the theoretical section, in particular problems due to insufficient computer capacity. In the second half of chapter 5 some properties of the model are illustrated and evaluated empirically. For this analysis it has been possible to use individual data rather than averages. Different specifications of the general linear model have been applied to several subsets of data. This is done partly in order to economize with computing expenses and partly in order to economize with limited computer capacity. Both restrictions prevent the application of a model with all possible factors and interactions of potential interest and it has been necessary to reduce the size of each problem. This was done both by discarding less important factors and interactions and by applying each model reduced in this way to subsets of data. To this end an investigation was necessary as to which factors and interactions could be omitted without great disadvantage and what effects this procedure would have on the estimates of the remaining parameters. To keep the computing costs low the investigation was partly done by a small model on a very
limited amount of data. This may be unsatisfactory from the statistical point of view since the inference drawn is based on a non-probability sample and the judgement that similar results hold for the whole data set.

The second part of chapter 5 , i.e. section 5.2 , is now organized as follows. The first part explains which models and data sets are used, then follows an empirical illustration of which estimates are obtained with different sets of constraints. In additive models, i.e. models without interactions, comparisons of effects which belong to the same factor are invariant to the three specific sets of constraints used, while this is not in general the case for models with interactions. However, at least for the particular model investigated, the results of such comparisons do not depend critically on the choice between the three sets of constraints.

The investigation of main effects which follows in section 5.2.3 starts with a general survey of the salary structure by an additive model which covers all men with the specified educational qualifications. The effects estimated should properly be interpreted as averages. The main results are that job level is the factor which produces the most differentiation. The average salary at level 2 (the highest level) was in 1968 approximately 2.5 times the average of level 8 (the lowest level) after standardization for differences in age, job family, education, industry and cost of living area. The second most important factor is age. The relative difference between the age classes with the highest and lowest average salaries (factor range) was $90 \%$. The factor ranges of education and job family were $30 \%$ and $26 \%$ respectively, while cost of living area and industry were the least differentiatory factors, $9 \%$ and $5 \%$ respectively.

The analysis continues with an investigation of the effects of an omitted factor. As the two factors cost of living area and industry are least important as to salary differentiation it is natural to omit them to reduce the size of the model. At least for the particular models investigated this can be done without any important effect on the estimates of the remaining parameters.

The effect due to education referred to above was obtained after standardization for differences in job and other factors. Education, however, determines to some extent the chances of obtaining a high-level job and if this effect is also taken into account, the total effect due to education is higher. One way of obtaining a rough measure of what education means from the point of view of promotion is to estimate the educational effects before and after standardization for job level and to compare. The following may be mentioned as an example of the results obtained. On average a graduate in business \& economics received a salary in 1968 which was $8 \%$ higher than that of an employee with high school training in commerce when differences
in job attainment were accounted for both being employed in commercial and accounting jobs. Without standardization for job differences, however, the graduate obtained about $35 \%$ more than the non-graduate. The difference, $27 \%$, can roughly be interpreted as an effect of better promotion which comes to a university graduate.

Similarly the age effects estimated without standardization for differences in job show a higher differentiation than when standardization for job is carried out. The salary increases due to age estimated in chapter 4 include effects of promotion and the corresponding cross section profiles reveal salary differences due to age without standardization for job differences. It should now be possible to get an idea of how much promotion contributes to salary increases if the age effects obtained before standardization for job level are compared with the effects after standardization. Some rough calculations show that measured in this way, promotion contributes almost $2 \%$ to the annual increase of approximately $10 \%$ for employees below 40 years of age and almost nothing above.

If there are interactions among the factors used to explain the salary structure, the additive models only give an »average view» of the salary structure and predictions obtained from this kind of model may contain a considerable error for every subgroup of employees. It is therefore important to investigate the magnitude of possible interactions. This is done in section 5.2 .4 with a small model on a limited set of data. The main results are that interactions contribute to salary differentiation by about the same magnitude as the main effects industry and cost of living area. The estimates are, however, rather uncertain and the subset of data analysed small, and this is why the investigation of interactions is pursued in section 5.2 .5 as well.

The first sections of the empirical part in chapter 5 which have now been summarized serve the purpose of giving a general survey of the salary structure and a guide as to the possibilities of reducing the size of the models. This information is utilized in section 5.2 .5 in which the technical, economic and administrative job families are analysed in some detail. These families cover all major jobs. The technical job families are analysed separately from the non-technical families first by additive models and then also by models with interactions. A comparison between the estimates of the main effects obtained from additive models, applied to technical and non-technical job families, reveals no great differences between these two main groups of families. The results are similar to those obtained before. Omission of the factors industry and cost of living area does not change the estimates of the main effects due to age, education and job very much, nor does the introduction of interactions between these factors. To make the models with interactions manageable
the technical job families are divided into two halves and so are the nontechnical families. The findings show, among other things, that employees engaged directly in production are better paid than those who work for instance in research and development and, similarly, sales work is better paid than accounting and budget work. The analysis of interactions shows for instance that relative salary differences between graduates and non-graduates decrease by age. This result is obtained after standardization for differences in job attainment and closely agrees with the idea that formal education becomes less important as an employee grows older. A similar result, although uncertain, is obtained for the interaction between education and job level. The relative salary differences between educational groups are smaller at high job levels than at low ones. The most important interaction (by statistical standards) is found between age and job level. The salary difference between high and low job levels increases by age or, to express it in another way, the salary differences between young and old employees are wider at high job levels than at low ones. One possible explanation for this result is that there is a wider scope for experience and skill at high job levels than at low levels.

The data are divided into three non-exclusive groups called »Leavers», $»$ Pairs» and »Beginners», which are supposed to correspond approximately to employees who leave an employer for one reason or another, those who stay with the same employer for at least two consecutive years and those who start on a new job, respectively, The salary structures of these three groups are compared in the last-but-one section of chapter 5 . No great differences are observed, but this result is somewhat difficult to interpret as the groups Leavers and Beginners contain a mixture of employees who leave and begin for a number of different reasons and who may also have different salary structures. One conclusion of practical importance is, however, drawn, namely that results obtained from the analysis of Pairs only can be generalized to Leavers and Beginners without great loss of accuracy. Pairs are frequently used both to obtain a more homogeneous set of data and to reduce the number of observations.

The last part of chapter 5 presents the results of an investigation of changes in the salary structure between 1957 and 1968. A general result is that the changes have been rather small. Between 1957 and 1964 relative salary differences due to differences in age decreased somewhat but in 1968 they were again of the same magnitude as in 1957. The differences due to education have hardly changed at all, nor are there any strong indications of changes in differences due to job. A minor decrease in salary differences between industries is, however, observable.

### 1.3 PRESENT SHORTCOMINGS AND FUTURE RESEARCH

Some of the shortcomings and problems of the methods suggested have already been mentioned and there will be more opportunities in the following chapters to return to this topic. There are only a few concluding remarks.

The profile model in chapter 4 involves an approximation of a continuous profile by a polygon. The purist may find this unsatisfactory, but if the data permit, a closer approximation is easily obtained if the number of segments in the polygon is increased. This approach more readily permits a good fit to various data than enforcement of a particular functional form and the parameters can be conveniently interpreted in a direct way. Some of the assumptions underlying the present model are admittedly rather restrictive. For instance, the initial salary is assumed to follow an exponential function, except for stochastic deviations with zero expectation. As has already been mentioned, a natural development would be to couple the present model with another model which explains the salary increases in economic and/or institutional terms. This is true not only for increases in initial salaries but for all salary increases. One problem in this development is the rather long time series required, as the present salary of one individual depends on all previous increases and decreases obtained. The coupled model would preferably relate salary increases to labour mobility and when this is achieved our understanding of the labour market may improve considerably.

In the present approach with the general linear model it is at least to some extent necessary to specify in advance which factors, categories and combinations of categories are relevant for an explanation of earnings differences. For practical reasons it is impossible to try all possible combinations. For application in situations when the analyser does not know in advance which combinations of factors and categories are most important, Morgan and Sonquist have suggested a method (Morgan and Sonquist [1963]) by which the total data set is sequentially divided into subgroups so that a residual variance is minimized. The advantage of this process is that it is not necessary in advance to fix the analysis of certain combinations of variables, but it is the search procedure which will determine the grouping. An obvious disadvantage is that one may easily obtain a grouping whose interpretation from the point of view of the particular application will be difficult. Another disadvantage is that the sequential procedure does not necessarily give the grouping which corresponds to an unconditional minimum residual variance. A classification analysis according to the suggestion by Morgan and Sonquist could possibly be used as a complement to the kind of analysis made in chapter 5 of this study. It would then be primarily a means of
identifying interactions prior to the analysis based on the general linear model. This approach is not used in the present study, however. Instead the choice of interactions for investigation is made on the basis of results from other studies and on an analysis of „small» models applied to subsets of data.

There are also other features of the application of the general linear model which some users may see as disadvantages. It leaves some arbitrariness in the choice of constraints. However, the empirical results show no important sensitivity to the choice between the three sets used in this study. Another problem with this kind of analysis is the relatively high computing expense, but with the present rapid development of computer techniques its share of the total costs is reduced.

Although the approaches suggested in this study for the analysis of earnings data can certainly be improved in various ways, it is the opinion of the author that the empirical results show that they are very promising. A detailed evaluation of possibilities inherent in the methods will of course have to be done for each application separately. This is left for the reader in the following chapters.

## INSTITUTIONAL BACKGROUND AND STATISTICAL DATA

### 2.1 DEFINITION OF THE POPULATION

The statistical data used in this study has been mainly obtained from the salary statistics of the Swedish Employers' Confederation (SAF). Salary statistics from the Swedish Association of Graduate Engineers (CF) are also used to estimate age-earnings profiles. There are no salary statistics of the same quality as those of SAF available in Sweden for a period of consecutive years of the same length. In particular the job classification system used by SAF is unique. Use of this data source limits the population studied to salary earners employed by members of SAF. An additional limitation which is not imposed by the data is that only employees who meet certain educational requirements (see below) will be studied. Defined in this way, what proportion of the total Swedish labour market does the data analysed constitute? According to the population survey in 1960 there were close to 2.3 million men and 1 million women in the labour force. ${ }^{\star}$ Of these approximately 1 million men and 250000 women were employed in mining, manufacturing industry and building and construction. About $20 \%$ of the male (228077) and $36 \%$ of the female employees ( 93338 ) in these sectors were salary earners while the rest were wage earners. ${ }^{\star \star}$ The educational qualifications at the academic and high school levels most common in Swedish industry are those in engineering, business and commerce. ${ }^{\star \star}$ The population survey gives the totals for employees with these qualifications in 1960 as 56474 men and 2684 women. With very few exceptions they are all salary earners. We thus find that they make up $25 \%$ of all male and $3 \%$ of all female salary earners.

Only about $65 \%$ of the male and $50 \%$ of the female salary earners were employed by members of SAF. If we limit our interest to employees with an education in engineering or business and commerce the figures are $61 \%$ and $48 \%$ respectively for 1960 . Only about $3 \%$ of the total number of salary earners with these qualifications recorded in the SAF statistics are women,

[^2]which is why the study will be limited to men. Figure $2: 1$ summarizes some of the characteristics mentioned.

In the SAF statistics only academic qualifications and a few vocational high school qualifications are coded while a general high school education is not distinguished from other less advanced educational levels. Of all such salary earners in the SAF sector there are only $4 \%$ with an academic degree. This proportion has stayed approximately constant during the whole period of investigation. The proportion with a (vocational) high school education was $20 \%$ in the mid-fifties and has since then increased a little. In 1967 the proportion was $25 \%$. Compared with the total number of salary earners in SAF or the labour force as a whole, our population is thus rather small, covering altogether some 40000 to 50000 employees.

Figure 2:1. 2.3 million men in the labour force in 1960


[^3]
### 2.2 INDIVIDUAL SALARY SETTING; CENTRAL AND LOCAL NEGOTIATIONS

The following is a very brief survey of the salary setting process in the SAF sector of Swedish industry. It is based on Lind [1963], TCO [1966], Eriksson [1968], SAF-SIF [1968], Holmberg [ 1969], SIF-SALF-CF [1970], and SAF [yearly]. No attempt is made to give a complete picture of the principles underlying the negotiations or of the institutional setting. The interested reader is referred to the references given and to the literature about job and merit evaluation. The purpose of this section is to give the reader who is not familiar with the negotiations for salaried employees in Swedish industry some institutional background which it is hoped will make it easier to understand the great interest in salary comparisons and the instrumental role of the salary statistics in these comparisons.

In most publications about the salary setting process it is emphasized that salary setting is individual and differentiated. Employers and employees have agreed upon three general principles which are basic to salary differentiation. It should be made according to job content, i.e. the skills, responsibility, effort, etc. required for a job; the individual merits and ability to fulfil these requirements and to supply and demand conditions on the market. Job content is defined by a job classification system which is applied both by employers and by employee organizations. The nature of this system is described in the following section. Some attempts have been made to apply formal systems of evaluating merits and ability, but there is no commonly accepted method and practices vary from one enterprise to another. It is probably the most common procedure that no formal system is used at all. Each job is thus classified according to the job classification system, but this does not mean that everyone with the same job code obtains the same salary. Individual merits and ability leave a wide range for salary differentiation within the same job. However, as there is no accepted method of measuring merits and ability it is probably difficult in practice to maintain the distinction between the characteristics of a job and the qualities of an employee. (Nor is this distinction conceptually very clear. An example is that education actually helps to define the job. See below!)

Individual salary setting implies that no formal salary steps or schedules of rates are used. Employers and employees try instead to apply the principles outlined above in a system of central and local negotiations. In the central negotiations between SAF on the one hand and the employee organizations on the other a general framework is agreed upon which takes the form of a recommendation to the local members of the main organizations. This usually includes a general percentage increase for every salary earner and sometimes additional
general percentage increases for certain groups, for instance women or employees above a certain age. The central agreements may also contain a recommendation for individual increases, i.e. a certain percentage of the salary sum is reserved for individual allocation in local negotiations. The agreements also include a recommendation that normal age and qualification increments should be added to the negotiated general increase. These increments are not meant to increase the general salary level but are compensations for structural changes within the group of salary earners. It is not possible to give an adequate description of these increments in this short survey, but an attempt will be made to describe how the so called statistical increments due to age are calculated and used.

The solid curve in figure $2: 2$ represents a cross section profile of average salaries for a particular job or group of jobs. The average salary of employees $n$ years old is $A$, the average of those who are $n+1$ years is $B$, etc. If no increases are given, the same salaries will prevail the next year, while the employees will become one year older. The new cross section profile would then be the broken

Figure 2:2. The principle of statistical increments due to age

curve in figure 2:2 and the average salary would decrease. To compensate for this a statistical increment is calculated for each employee, equal to the distance $\mathrm{BA}_{1}$ for those who are n years old, $\mathrm{CB}_{1}$ for those who are $\mathrm{n}+1$ years old, etc. The curves and therefore also the increments are calculated from median salaries obtained from the salary statistics each year. For this reason the increments may assume new values each year as the curves change in shape. Each employee does not necessarily obtain »his» increment due to age. Each employer adds up the increments calculated for his employees and the sum is (in principle) redistributed in the local negotiations between the employer and the local unions for salaried employees. The salary increments due to age thus belong to the category of individual increases.

In the local negotiations the central recommendation is implemented and adapted to particular local conditions. Employer and employee representatives give proposals for the allocation of sums reserved for individual allocation. In principle the job and the performance of each individual salary earner are reviewed and his relative salary position evaluated. Any disagreements which may arise are negotiated.

To be more specific we will consider the agreement for 1970. The central recommendation contained the following main points:
a. Each salary is increased by $3 \%$.
b. $3.3 \%$ of the sum of all salaries (men and women) in each company is reserved for individual distribution.
c. $3 \%$ of the salary sum of all female salary earners in each company is reserved for individual distribution among female salary earners.
d. $2 \%$ of the salary sum for male and female salary earners in each company who were born in 1946 or earlier and have a salary less than Sw.kr. 2000 per month is reserved for individual distribution among these salary earners.
e. $1 \%$ of the salary sum for supervisors at job levels 6 and 7 in each company is reserved for distribution among supervisors who have a low salary compared with the employees they supervise.

According to calculations made in the course of negotiations, these five components will increase total labour costs in the SAF sector by $7 \%$ excluding social costs like pensions and labour taxes. As has been mentioned already the central recommendation also includes stipulations about salary changes which are neutral with respect to the general salary level. The most important are the increases due to age and qualification. From this stipulation and from $b-e$ it follows that there are five »pots» to be distributed among individual salary earners in this agreement. In the local negotiations these pots are calculated for each company and distributed to individuals. This means that everyone obtains at least a $3 \%$
increase but some obtain much more. For an individual company the increase in labour costs due to this agreement may deviate from $7 \%$ to a greater or lesser extent, but for SAF employers as a whole it is $7 \%$.

It is easily seen that salary statistics are very important in this whole process. In the central negotiations statistics are used for comparisons mainly between broad groups such as men and women, old and young employees, wage earners and salary earners and between members of different organizations. They are also used to calculate the increased labour cost resulting from alternative constructions of an agreement.

The details in the statistics are even more important at the local level since comparisons are made between individual employees. It is obvious that standardization with respect to differences in age, job and other factors is of great importance. It may be mentioned as an additional example of how the statistics are utilized that each member of SAF receives each year a table from the SAF statistics division which lists the salary records for all his employees and in addition contains with respect to each employee a comparison with the median salary and the first and third quartiles applicable to all employees of the same age, job and cost of living area. On the basis of this table every employer can work out what were the actual results of the previous year's negotiations in his enterprise relative to others and also to what extent he had succeeded in his particular salary policy.

Good statistics are thus very essential in the negotiations and this is also true for the methods used in analysing them.

### 2.3 DATA COLLECTION AND VARIABLE DEFINITIONS

### 2.3.1 The SAF salary statistics

Once a year, usually in August ${ }^{\star}$ when salary negotiations have been completed and their results implemented locally, salary statistics are collected from each member of SAF in the form of information relating to each full-time salary earner employed. A record is built up for each employee, containing information both about the employer and the employee. The employer is identified by his membership number, which is allocated roughly on the basis of one per enterprise. There are exceptions, however, inasmuch as large concerns may have more than one membership number. If one enterprise has more than one plant, each plant is identified by a plant number. Additional information about the plant (employer) includes employer organization, branch of industry and cost of living area. For each employee there is a job identification, a code for education and information about age and remuneration.

[^4]The industry and branch of industry nomenclature is the same as that employed by the Central Bureau of Statistics (see below). Before 1962 there were four cost of living areas in Sweden, 2-5. No. 5 is the most expensive area and includes Stockholm and the northern part of Sweden, while No. 2 is the least expensive area. In 1962 areas 2 and 3 were combined into one area called No. 3. To facilitate comparisons the two areas have been analysed together even when a separation could have been made.

A job classification system jointly agreed to by the Swedish Employers' Confederation, the Swedish Union of Clerical and Technical Employees in Industry (SIF) and the Swedish Foremen's and Supervisors' Union (SALF) was first published in 1955 and revised in 1956. There was one major revision in 1965/66 when the Swedish Union of Commercial Employees joined in the collaboration. The following summary of its most important features is based on Lind [1963] and the third edition of the classification system (Position Classification System. Salaried Employees [1968]). There are two dimensions in the system. One dimension is a classification according to job content and the other according to the degree of difficulty or responsibility of the job. Job content is defined by a number of job families which are grouped together into ten occupational fields. (Before the last revision there were only nine fields, the job families in field 0 being distributed among 1-9.) The ten fields are
0. Administrative work

1. Management and supervision of production
2. Research, experimental and development work
3. Design engineering, industrial and fashion design
4. Other technical work
5. Humanistic and artistic work
6. Teaching
7. General service and health care
8. Commercial work
9. Financial and office work.

An example of a job family in field 1 is Supervision of production, Maintenance, Transport and repair work (110), and another example from field 8 is Marketing (810).

The second dimension of the classification is called job level. Each family is divided into a maximum of seven job levels, 2-8. Job level is determined by the responsibility and difficulty of the job. Level 2 indicates the most responsible and difficult job and level 8 the least responsible and difficult one. As an example we may consider the job family Supervision of production, Maintenance, Transport and repair works which contains five levels. They are
2. Chief production manager
3. Production manager
4. First production engineer
5. Production engineer
6. First production technician.

A job level is usually determined by the number and position of employees supervised. This rule is, however, not implemented in the same way in all job families. For instance, a Chief production manager whose job is classified at level 2 has the responsibility for $250-1250$ workers while a Chief calculator whose job is at the same level is assisted by two to five subordinates at level 3 . Job levels are thus not exactly comparable between families. Another important aspect of job level classification is the education normally required. To quote the nomenclature (pp. 9-10):
»The definitions do not normally state what qualifications and experience are consistent with the duties described. These requirements, moreover, vary between the job families. But for jobs which do not entail administrative and/or supervisory responsibility, the following table is broadly applicable:

| Job category | Duties normally entail either theoretical knowledge |
| :--- | :--- |
| with level | corresponding to education as mentioned below, or |
| figure: | comparable practical training: |
| $2-4$ | University education |
| $4-6$ | Gymnasium or technical high school education |
| $6-8$ | Comprehensive school education (9 years) |

The table must, however, be applied with discretion, bearing in mind that the classification of a job is always to be determined on the basis of the definition for the respective job category in the system. Hence, it is apparent that a job can be placed in level 4, for example, even if the person who holds the position has not had a university, gymnasium or technical high school education.»

When in chapter 5 we consider salary differentiation due to education and job level this association between the two variables will be found very important for the results.

The codes in the system are four-digit numbers. The three first digits identify the job family; the first of these digits identifies the occupational field. When a three-digit job family is combined with a job level digit a job type or a job category or briefly a job is identified by the four digits. There are approximately 250 jobs classified in the system each being separately defined by a description in the nomenclature. It is recommended that application of the system to a particular job should be done in cooperation between employer and the local SIF or SALF union, but it is not one of the matters which are negotiable. If a local agreement cannot be reached the matter is submitted to the central
organizations. An agreement is reached in most cases but if this is not the case, each party classifies according to his interpretation of the nomenclature. The classification for the SAF statistics is thus done by the employers.

Owing to the revision of the classification system in 1965/66, it is difficult to compare the job structure and the salary structure before and after the revision. An investigation of so called identical individuals made by SAF but not published gives some indication of the results of the revision. An individual is classified as identical if he is recorded during two consecutive years, for instance 1965 and 1966 irrespective of whether or not he moved between employers or organizations. Table $2: 1$ shows the change in classification and some aspects of the observed differences between 1965 and 1966. The total mobility between job families and job levels is, however, not only a result of the revision, since there is always a more or less »normal» mobility even without a revision. A similar comparison between 1958 and 1959, when the same classification was used in both years, shows that $87 \%$ of all identical salary earners kept the same job code and that $7 \%$ experienced a promotion to a higher level. The corresponding figures for $1965 / 66$ are $65 \%$ and about $15 \%$. The proportion of employees who were moved to a lower level was about $3 \%$ on both occasions. Samples from 1964/65, when there was no revision, give approximately the same result as those for $1958 / 59$. Some job families were not formally affected by the revision, for instance Mathematical work (200) and Laboratory work (210), but some results from the investigation indicate that these families were also checked and the classification of jobs revised. The result was an unusually large upgrading. The general effect of the revision was therefore not only the introduction of new job families belonging to the field Administrative work ( 0 ) and a new distribution among families but also an upgrading of job levels.

The investigation referred to covers all salary earners (table $2: 1$ only gives statistics for men) while this study is limited to salary earners with certain educational qualifications. As there is no particular investigation of the classification of this group no immediate inference can be drawn, but on the other hand no reasons have been found why the general tendency should not hold.

There are nine educational qualifications coded in the SAF statistics.* They are

1. Degree in engineering from a university (Civ.ing., Tekn.lic., Tekn.dr.). This category is usually denoted graduate engineer in the following.
2. Certificate from a technical high school (Läroverksingenjör). This education usually takes 3 years after 9 years of comprehensive school, but there are also other combinations. Notation: certificate in engineering I.
[^5]Table 2:1. Changes in the classification of identical male salary earners at the introduction of the third edition of the job classification system in 1965/66

| $\begin{aligned} & \text { Family } \\ & 1966 \end{aligned}$ | Number of identical salary earners | $\begin{aligned} & \text { Family } \\ & 1965 \end{aligned}$ | Percentage distribution 1965 |  |  | Other families 1965 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Higher <br> level <br> 1965 <br> than 1966 | Same <br> level <br> 1965 <br> as 1966 | Lower <br> level <br> 1965 <br> than 1966 |  |
| 110 | 8020 | $110+490$ | 6 | 56 | 12 | 26 |
| 120 | 29386 | $120+130$ | 10 | 64 | 21 | 5 |
| 140 | 6911 | $120+130$ | 5 | 59 | 31 | 5 |
| 200 | 1330 | 200 | 2 | 66 | 11 | 21 |
| 210 | 8184 | 210 | 3 | 75 | 15 | 7 |
| 310 | 13483 | 310 | 3 | 67 | 17 | 13 |
| 320 | 1463 | $310+330$ | 3 | 49 | 21 | 27 |
| 400 | 6594 | $400+405$ | 5 | 66 | 14 | 15 |
| 410 | 4139 | 410 | 6 | 62 | 6 | 26 |
| 440 | 2344 | 440 | 6 | 65 | 6 | 23 |
| 470 | 3320 | 470 | 6 | 63 | 7 | 24 |
| Totals | 85174 |  | 6 | 65 | 17 | 12 |
| 810 | 9496 | $810+9006$ | 9 | 60 | 6 | 25 |
| 820 | 11139 | $820+9006$ | 8 | 71 | 8 | 13 |
| 840 | 1861 | $840+9006$ | 7 | 49 | 4 | 40 |
| 850 | 1794 | $850+9006$ | 5 | 54 | 1 | 40 |
| 860 | 661 | 860 | 9 | 66 | 5 | 20 |
| 870 | 3222 | $870+9006$ | 10 | 63 | 6 | 21 |
| Totals | 28173 |  | 8 | 64 | 6 | 22 |
| 900 | 3197 | 900 | 5 | 71 | 17 | 7 |
| 910 | 2857 | $910+930$ | 3 | 58 | 21 | 18 |
| 962 | 139 | 960 | 1 | 28 | 53 | 18 |
| 964 | 830 | 960 | 1 | 42 | 29 | 28 |
| 966 | 885 | 960 | 6 | 59 | 24 | 11 |
| 990 | 20861 | 900 | 8 | 70 | 11 | 11 |
| Totals | 28769 |  | 7 | 67 | 14 | 12 |
| All levels |  |  |  |  |  |  |
| 010 | 479 | $110+810+820$ |  | 63 |  | 37 |
| 020 | 510 | fields 2-4 and $810+900+910$ |  | 88 |  | 12 |
| 040 | 899 | $780+790$ |  | 71 |  | 29 |
| 060 | 76 | 7103 |  | 94 |  | 6 |
| 080 | 104 | $560+860$ |  | 74 |  | 26 |
| Total | 2068 |  |  |  |  |  |

Unpublished source: U. Andrén: Förändringar av de identiska tjänstemännens befattningsklassificering vid införandet av den tredje upplagan av befattningsnomenklaturen. SAF 8.8.67.
3. Certificate from a technical institute (Institutsingenjör). This education does not give the same broad technical education as 2 above. It usually attracts students with a more practical bent and normally extends for $1-2$ years. Notation: certificate in engineering II.
4. Degree from a business school (Civ.ekon., Ekon.lic., Ekon.dr.). Notation: degree in business \& economics.
5. High school certificate in commerce (Gymnasieekonom). To.obtain this certificate 3 years of study are normally required after 9 years of comprehensive school. Notation: certificate in commerce.
6. Degree in social work (Socionom). 3-4 years in college of social work which also includes some practice in the field. Notation: degree in social work.
7. Degree in science (Fil.kand., Fil.mag., Fil.lic., Fil.dr.). Same notation is used.
8. Degree in law or the social sciences (Jur.kand., Jur.lic., Jur.dr., Pol.mag., and Fil.kand., Eil.mag., Fil.lic., Fil.dr. in the social sciences). The social sciences are for instance economics, business economics (marketing, accounting, management), statistics (but not mathematical statistics), computer sciences and information processing, political science, sociology, psychology and pedagogics. As some of these subjects also form part of other educational qualifications there is some possibility of substitution, in particular between 4, 7 and 8 . Notation: degree in law or social sciences.
9. Other university degrees. Degrees in medicine, humanities, theology, farmacy, forestry or agriculture. Notation: other degrees.

No changes of any importance as regards these nine educational qualifications have taken place during the sample period. The educational variable thus provides a consistent grouping.

The salary concept used is what may be called a gross monthly salary. It includes the stipulated basic rate during the month of investigation (usually August). No deductions have been made for absence from work or individual payments to pension funds or taxes, nor has overtime pay or the employers' part of payments to pension funds been added or any adjustments made in respect of differences in hours of work. The total salary also includes an estimated average payment in kind, performance bonus and shift differential per month during the year. These additions are usually a very small proportion of gross salaries.

The statistical data are stored on tape each year in such a way that it is very expensive to follow identical individuals through time. The combined time series and cross section analyses in chapter 4 have therefore been based on the median salaries published (SAF [yearly]). However, for some applications the data sets
for two consecutive years have been matched to form three groups of salary earners. The first group includes employees who are recorded with the same employer (membership number) for both years. They are called »Pairs». The second group includes those who are recorded with one employer the first year but not with the same employer the second year. This group is called »Leavers». To this group belong employees who leave one SAF member and move to another as well as those who move to public service or other non-SAF members or leave the labour market. Because the SAF statistics do not cover employees at management level (see below), this group also includes all those who are promoted to a management position. The third group is called »Beginners» and includes those who were recorded with a SAF member for the second year but not with the same member for the first year. This group covers salary earners who move from one SAF member to another (a subset which intersects Leavers), but it also includes those who move from non- SAF members and those who come directly from schools and universities. Some employees who may have worked for the same employer both years, namely wage earners who obtain promotion to the job of work supervisor are also included among the Beginners. As wage earners are not covered by the salary statistics they are registered as Beginners. Although there may be reasons other than those mentioned why an employee is not recorded. Leavers approximately correspond to what is normally denoted quitters and Beginners approximately correspond to those who take a new job.

The SAF salary statistics are collected from all members of SAF and are not obtained by a sample survey. The response as given in table $2: 2$ is measured relative to the number of salaried employees in the SAF member record less employees at top management levels who are not included in the survey. The figures in table 2:2 do not directly refer to non-response by education code, but they do indicate that non-response, as is now defined, is no serious problem.

Table 2:2 also shows the increased coverage of the SAF statistics. The number of employees almost doubled between 1956 and 1968. To some extent it pictures a real increase in the number of salary earners in Swedish Industry as a whole, but there is also an effect of SAF's efforts to secure new members. It was too expensive to investigate all new members and all members who leave SAF each year, but two years 1958 and 1964, were selected for investigation. For both years almost all companies applying for membership were small. Almost $50 \%$ had no salary earners at all and of the remaining $50 \%$ hardly any had more than ten. Although this is exceptional it may come about that a big corporation joins SAF. Membership applications as well as withdrawals are most frequent from bakeries and from common carriers. These small enterprises do not usually employ salary earners with an advanced education, which indicates that this study of educated salary earners is less disturbed by SAF's attempts to secure new members than a study of all salary

Table 2:2. Response to the SAF salary statistics in 1956-1968

| Month | Year | Responding salary earners <br> Men |  | Women <br> Response rate (\%) <br> Men and women |
| :--- | :--- | :--- | :--- | :--- |
| August | 1956 | 113638 | 37304 | 89 |
| August | 1957 | 117641 | 38389 | 90 |
| August | 1958 | 124242 | 40019 | 90 |
| August | 1959 | 128401 | 41038 | 91 |
| August | 1960 | 136428 | 44521 | 93 |
| May | 1961 | 143822 | 46503 | 92 |
| August | 1962 | 151176 | 48602 | 90 |
| August | 1963 | 163533 | 51552 | 92 |
| August | 1964 | 170095 | 53382 | 93 |
| August | 1965 | 179618 | 55575 | 94 |
| September | 1966 | 196335 | 64464 | 90 |
| August | 1967 | 205097 | 64887 | 92 |
| August | 1968 | 205452 | 63360 | 94 |

Source: SAF [yearly], August 1968.
Note: The response rates are calculated as the total number of salary earners reported to the salary statistics relative to the total number of salary earners registered in the SAF membership record.
earners would be. It is not possible however to disregard completely the effect of increasing SAF membership, in particular when the labour composition at the beginning of the sample period is compared with that at the end.

A copy of SAF's salary statistics is delivered each year to the Central Bureau of Statistics which collects salary statistics from non-SAF members. The combined SAF-SCB statistics cover a few additional percentages of educated salary earners, but as long as the set of data studied is defined by the job code there is no difference in population, since the SCB addition does not have this code. The combined statistics have been used in some analyses for practical reasons.

It has already been mentioned that employees at top management level are not covered by the SAF salary statistics. This is a considerable disadvantage as regards the study of age-earnings profiles because it results in an underestimation of the salary increases of middle aged and old employees. Those who are to be promoted to the management level contribute to the average salary increase for young employees as long as they remain in the statistics, but the observed increases of middle aged and older employees are only based on those who were not qualified for further promotion to management positions. There are no adequate salary sta. tistics which cover the top management level and it is thus impossible to estimate the size of this selection bias, but a comparison has been made with statistics collected by the Swedish Association of Graduate Engineers (CF) to obtain at least
some information about it. Before the results from this investigation are summarized it is necessary to explain some characteristic features of the salary statistics compiled by CF.

### 2.3.2 The salary statistics of the Swedish Association of Graduate Engineers as compared with the SAF statistics

The Swedish Association of Graduate Engineers (CF) is organized in sections defined by educational specialization. Each section produces salary statistics covering not only members of the association but also non-members with the same specialization. In this study statistics from all sections will be used to evaluate the selection bias in the SAF statistics; in chapter 4 statistics of engineers specializing in electrical engineering (SER) and mechanical engineering (SMR) will be used to estimate age-earnings profiles.*

Once a year (usually in August) CF mails its questionnaire to members and nonmembers. Free enterprisers and engineers abroad are, however, excluded. A register of non-members is devised from the graduation lists obtained from the colleges of technology. It is, of course, difficult to keep this register up to date and very likely many middle aged and older engineers are missing. As the response rate is very much lower among old than among young engineers, some sections do not collect statistics or at least do not present the results for engineers older than approximately 50 years. Table $2: 3$ gives the overall response rate for SER and SMR.

Table 2:3. Response rate to the SER and SMR salary statistics in 1961-1970

| Year | Response rate (\%) |  |
| :--- | :--- | :--- |
|  | SER | SMR |
| 1961 | 90 | 80 |
| 1962 | 90 | 81 |
| 1963 | 90 | 84 |
| 1964 | 91 | 86 |
| 1965 | 87 | 76 |
| 1966 | 87 | 78 |
| 1967 | 89 | 76 |
| 1968 | 84 | 81 |
| 1969 | 84 | 91 |
| 1970 | 84 | 94 |

Source: Salary statistics from SER and SMR.
Note: Response rate is defined as number of questionnaires returned to the total number sent out.

[^6]Some of the variations may depend on how well the register of non-members is kept up. The response rate is generally higher for members than for non-members. For each engineer information is collected about his monthly salary, his age and graduation year. The same definitions are applied as in the SAF statistics. It is also noted whether the engineer is employed in public service or by a private employer. The CF statistics do not therefore cover only SAF members.

Although there is a high non-response among middle aged and older employees, there is no reason to believe that all engineers at the top management level belong to non-respondents. We do not know with what frequency this group answer the CF questionnaire, nor is it possible to find from the records since there is no job code, but by a comparison between the CF and SAF statistics for graduate engineers it may be possible to extract some valuable information. To this end a match of individual employees between the two data sources was attempted for 1970. ${ }^{\star}$ The comparison was limited to enterprises which could be identified in both sources. CF does not give an enterprise or company code to small enterprises and companies (size is measured by the total number of employees, no rigid rule being followed) which means that as many as 1738 graduate engineers are excluded from the comparison simply because no code is found in the CF data. In addition another group of approximately 800 engineers is excluded because their employers are not members of SAF. Consultants belong to this category. The identification of individuals was therefore attempted for only 6657 graduate engineers. Besides company code the identification was made by date of birth and salary. As social security number is not available in the CF record, the identification cannot be made with complete certainty. 2747 engineers were identified in both registers, the CF $\cap$ SAF group; 1237 were only found in the CF register and 2673 only in the SAF register. The unmatched groups are larger than is commonly claimed by CF and SAF, but there are several reasons for the belief that this is due to the insufficient identification. ${ }^{\star \star}$

Despite these limitations table 2:4 shows that middle aged and older engineers are more frequent in the CF and SAF groups than in the CF $\cap$ SAF group. As the coverage and response are not high for these age groups in the CF statistics, this

[^7]result may have been predicted for the SAF group, and for the CF group the result is consistent with the hypothesis that the group covers the top management level. Nevertheless $45 \%$ of the group is younger than 35 years.

Table 2:5 and figure 2:3 show that the monthly mean salary of CFRSAF and SAF is similar across age groups, while the mean salary of the CF group is constantly higher. The difference increases by age until the interval $50-59$ years. The increase is highest around 35 years which may indicate that the engineers above 35 years possess some characteristic different from those below 35 , for instance employment at top management level. It is difficult to see why the shortages in the identification of companies should work in any particular direction. The lack of identification because of different salaries may be more frequent among middle aged and old engineers since it may be more common among those who have jobs with larger proportions of fringe benefits. It is however hard to believe that this could explain any substantial part of the difference.

Table 2:4. Age distribution of the CF $\cap S A F, C F$ and SAF groups in 1970 (\%)

| Group | Age |  |  |  |  | All groups |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $22-25$ | $26-29$ | $30-34$ | $35-39$ | $40-44$ | $45-49$ | $50-59$ | $60-$ | $\%$ | Number |
| CF $\cap$ SAF | 4.2 | 28.3 | 26.2 | 15.4 | 11.4 | 8.9 | 5.1 | 0.5 | 100.0 | 2747 |
| CF | 5.8 | 18.5 | 20.6 | 14.0 | 15.4 | 13.5 | 11.0 | 1.1 | 99.9 | 1237 |
| SAF | 2.8 | 17.7 | 21.0 | 14.8 | 14.6 | 10.3 | 14.4 | 4.4 | 100.0 | 2673 |

Table 2:5. The CF and SAF mean salary relative to the $C F \cap S A F$ mean salary in 1970 (percentage deviations)

|  | Age |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Group | $22-25$ | $26-29$ | $30-34$ | $35-39$ | $40-44$ | $45-49$ | $50-59$ | $60-$ |
| CF | 1.0 | 4.0 | 6.5 | 16.4 | 23.0 | 21.1 | 28.9 | 23.5 |
| SAF | -3.3 | 0.8 | -3.9 | -0.3 | 0.9 | 1.2 | 4.7 | -5.8 |

Figure 2:3. Arithmetic mean salary by age in 1970 (Sw.kr. per month)


## CHAPTER 3

## LABOUR COMPOSITION AND MOBILITY

The analysis performed in this chapter of age distribution, educational composition and the employment in jobs and industries will serve as a general background for the analysis of the salary structure in chapters 4 and 5 . The interest will be concentrated on the educational composition in different sectors of the labour market such as industries and job families. To describe changes in composition some descriptive statistics will be defined and also applied to the salary statistics from the Swedish Employers' Confederation. The purpose is mainly to describe observable changes rather than to explain them. The properties of the data used have already been analysed in chapter 2. Definitions of variables are also given there.

### 3.1 DESCRIPTIVE METHODS FOR THE ANALYSIS OF CHANGES IN COMPOSITION

Our methodological problem is to survey the distribution of salaried employees by age, education, job and industry, and to note how this distribution changes from one year to another. Since educational qualifications, jobs and industries are rather numerous we have to look for some relatively simple descriptive statistics which summarize main characteristics, in order to make the survey manageable.

Each sector and point in time is characterized by a certain number of employees distributed in a number of subsectors. In an industry, for instance, there are a number of employees distributed over different educational qualifications and different jobs. A change between two points in time can be described as a change in the total number of employees of the sector and a change in the distribution within subsectors.

Suppose there is a group of employees where only two educational qualifications are registered, (1) and (2). Suppose also that the group composition at time 1 is represented by $X_{11}=\left(\mathrm{x}_{11}^{(1)}, \mathrm{x}_{11}^{(2)}\right)$ in figure 3:1 and the composition at time 2 by $X_{22}=\left(x_{22}^{(1)}, x_{22}^{(2)}\right)$. Between these two points in time the total number of employees as well as the educational mix have changed. The latter implies that $X_{22}$ does not lie on the straight line $O X_{11}$ past $X_{11}$. These two changes will in the following be called change in level and change in mix. ${ }^{\star}$

[^8]Figure 3:1. Geometrical interpretation of measures of changes in level and mix


It is not known what changes have taken place between the two observed points in time. The movement from the first observed point to the second point may for instance have followed the chain line between the points $X_{11}$ and $X_{22}$ in figure 3:1. Since we do not know the exact path followed, we may attempt to describe the changes by two straight lines. One passes through $X_{11}$ and the other through $X_{22}$; both at an angle of $45^{\circ}$ with the axes. The first line is the locus of all combinations of employees with the two educational qualifications which total $\mathrm{x}_{11}^{(1)}+$ $+\mathrm{x}_{11}^{(2)}$ and the second is the locus of all combinations which total $\mathrm{x}_{22}^{(1)}+\mathrm{x}_{22}^{(2)}$ employees. $X_{22}$ can now be reached from $X_{11}$ in two different ways, firstly by way of $X_{12}$ and secondly by way of $X_{21}$. (To understand the subindex notation of $X$ we observe that $X_{\mathrm{ij}}$ is a point at level j on the radius from the origin determined
by the observed point $X_{\mathrm{ii}}$.) In the first case the change in level can be measured by the vector $X_{11} X_{12}$ and the change in mix by $X_{12} X_{22}$ and in the second case the measures are $X_{21} X_{22}$ and $X_{11} X_{21}$ respectively. These vectors will be called level vector and mix vector.

The vector distances may be used as a more compact measure of level changes and mix changes, but as there are two alternative vectors describing each change, there is no unique distance measure, nor is there a natural preference order between them. In general $\left|X_{11} X_{12}\right| \neq\left|X_{21} X_{22}\right|$ and $\left|X_{11} X_{21}\right| \neq\left|X_{12} X_{22}\right|$. As uniqueness is a desirable property it is better to use either of the following equally large ratios as a measure of changes in level

$$
\begin{equation*}
\mathrm{Q}_{12}=\frac{\left|O X_{12}\right|}{\left|O X_{11}\right|}=\frac{O X_{22} \mid}{\left|O X_{21}\right|} ; \tag{3:1}
\end{equation*}
$$

$\mathrm{Q}_{12}$ minus one multiplied by one hundred is nothing but the percentage rate of increase in the total number of employees.

There is also another desirable property which the descriptive statistics should possess. To describe changes which have taken place between more than two points in time it is desirable that the statistics for the subperiods should be consistent with the statistic for the whole period. It should be possible to follow some simple rule and link together the statistics for the subperiods to describe the total change which should then give the same result as when the same statistic is applied to the whole period. For the ratio ( $3: 1$ ) the rule is obviously a simple multiplication.

$$
\begin{equation*}
\mathrm{Q}_{13}=\mathrm{Q}_{12} \mathrm{Q}_{23} ; \tag{3:2}
\end{equation*}
$$

Index numbers are usually required to satisfy the so called circular criterion, and the same requirement can be imposed on Q . It simply means that the principle used to link the $Q$ s should give the original value of $Q$, say $Q_{11}=1$, if the changes in level after a number of steps bring the total number of employees back to the first level, for instance

$$
\begin{equation*}
\mathrm{Q}_{11}=\mathrm{Q}_{12} \cdot \mathrm{Q}_{23} \cdot \mathrm{Q}_{31} \tag{3:3}
\end{equation*}
$$

Note that (3:3) does not imply that the first and last points are the same. Although the total number of employees is the same, the mix does not have to be the same. The truth of ( $3: 3$ ) is obvious and no proof is necessary. It is also easily seen that Q satisfies the circular criterion for any number of steps.

To use the distances of the two alternative mix vectors $X_{11} X_{21}$ and $X_{12} X_{22}$ as measures of the change in mix has the disadvantage that there is no criterion of determining the choice between them. There is also the disadvantage that they both depend on the level. It is possible to avoid these two drawbacks if the change in mix is measured by the angle $\theta$ between $O X_{11}$ and $O X_{22}$. $\theta$, however, has other undesirable properties. For a given distance $\left|X_{12} X_{22}\right| \theta$ will take a smaller value if $X_{12}$ and $X_{22}$ are close to one of the axes than if they are not. Furthermore, if there are only two educational qualifications it is possible to define a unique positive direction of change, for instance a change parallel to the $45^{\circ}$ lines towards one of the axes may be defined as the positive direction while a change in the opposite direction towards the other axis is the negative direction. To link successive $\theta$ 's the principle to follow would be a simple summation. If there are more than two educational qualifications, however, the problem cannot be handled so simply. The same angle can then be obtained from completely different changes in mix and a unique measure requires a statement of more than one direction. The simplicity of the measure is then lost.

Another measure of changes in mix can be obtained if the $45^{\circ}$ lines are moved towards the origin to satisfy the points $(1,0)$ and $(0,1)$ and if the mix vector is defined along this new $45^{\circ}$ line. This is the same thing as to calculate the relative educational composition

$$
\begin{equation*}
H_{\mathrm{t}}=\left\{\eta_{\mathrm{t}}^{(1)}, \eta_{\mathrm{t}}^{(2)}\right\}=\left\{\frac{\mathrm{x}_{\mathrm{tt}}^{(1)}}{\mathrm{x}_{\mathrm{tt}}^{(1)}+\mathrm{x}_{\mathrm{tt}}^{(2)}}, \frac{\mathrm{x}_{\mathrm{tt}}^{(2)}}{\mathrm{x}_{\mathrm{tt}}^{(1)}+\mathrm{x}_{\mathrm{tt}}^{(2)}}\right\} ; \quad \mathfrak{t}=1,2, \ldots \tag{3:4}
\end{equation*}
$$

and then to apply the definition of a mix vector to (3:4).

$$
\begin{equation*}
\left|H_{1} H_{2}\right|=\sqrt{\left(\eta_{2}^{(1)}-\eta_{1}^{(1)}\right)^{2}+\left(\eta_{2}^{(2)}-\eta_{1}^{(2)}\right)^{2}} ; \tag{3:5}
\end{equation*}
$$

(3:5) can be generalized to cases with more than two educational qualifications.

$$
\begin{equation*}
\left|H_{\mathrm{t}} H_{\mathrm{t}+\mathrm{k}}\right|=\sqrt{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\eta_{\mathrm{t}+\mathrm{k}}^{(\mathrm{i})}-\eta_{\mathrm{t}}^{(\mathrm{i})}\right)^{2}} \tag{3:6}
\end{equation*}
$$

For every value of $n$, this distance attains a maximum of $\sqrt{2}$ and a minimum of 0 . If desired, a standardization is thus easily accomplished if the vector distance is divided by $\sqrt{2}$. We may also note that the mean of the differences $\left(\eta_{t+k}^{i}-\eta_{t}^{\mathrm{i}}\right)$ is zero since the sum of all $\eta^{\mathrm{i}}$ is always equal to one. If the vector distance (3:6) is divided by $\sqrt{n}$, we obtain a measure which can be interpreted as a standard deviation.

$$
\begin{equation*}
\mathrm{S}_{\mathrm{t}, \mathrm{t}+\mathrm{k}}=\frac{\mid H_{\mathrm{t}} H_{\mathrm{t}+} \underline{k}^{\mid}}{\sqrt{\mathrm{n}}}=\sqrt{\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\eta_{\mathrm{t}+\mathrm{k}}^{(\mathrm{i})}-\eta_{\mathrm{t}}^{(\mathrm{i})}\right)^{2}}{\mathrm{n}}} \tag{3:7}
\end{equation*}
$$

As the maximum vector distance is invariant of $n$, max $S$ will decrease as $n$ increases. An $S$ based on n-dimensional data does not have to be smaller than S based on m -dimensional data, $\mathrm{m}<\mathrm{n}$, but one intuitively understands that this will usually be the case. The $S$ measure is thus unsuitable for comparisons of two mix changes which take place in spaces of different dimensions. Although it is not clear that a comparison of a mix change in $n$ dimensions with a change in $m$ dimensions is meaningful, it is suggested that $S \sqrt{n}$ or $S \sqrt{\frac{\pi}{2}}$ is a butter measure than S in this case.

Which rule should in this case be followed to link successive S's? Suppose there are observations from three different occasions, 1,2 and $3 . \mathrm{S}_{13}^{2}$ can be broken down in the following way.

$$
\begin{equation*}
S_{13}^{2}=\frac{\sum_{i=1}^{n}\left(\eta_{3}^{(\mathrm{i})}-\eta_{1}^{(\mathrm{i})}\right)^{2}}{n}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\eta_{3}^{(\mathrm{i})}-\eta_{2}^{(\mathrm{i})}\right)^{2}}{n}+\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\eta_{2}^{(\mathrm{i})}-\eta_{1}^{(\mathrm{i})}\right)^{2}}{n}+\frac{2 \sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\eta_{3}^{(\mathrm{i})}-\eta_{2}^{(\mathrm{i})}\right)\left(\eta_{2}^{(\mathrm{i})}-\eta_{1}^{(\mathrm{i})}\right)}{n} \tag{3:8}
\end{equation*}
$$

and in a more compact notation

$$
\begin{equation*}
\mathrm{S}_{13}^{2}=\mathrm{S}_{23}^{2}+\mathrm{S}_{12}^{2}+2 \mathrm{R}_{12,23} \mathrm{~S}_{23} \mathrm{~S}_{12} \tag{3:9}
\end{equation*}
$$

The rule which prescribes how the measures of mix changes will be linked is thus more complicated than the rule for the level ratio, and yet it allows a very intuitive interpretation. The changes in mix between occasion 1 and occasion 3 equal the sum of the changes between 1 and 2 and between 2 and 3 adjusted for differences in the direction of the changes. $\mathrm{R}_{12,23}$ is not only the correlation coefficient between the relative changes in mix, but also the cosine of the angle between the two mix vectors $H_{1} H_{2}$ and $H_{2} H_{3}$. Consider for instance the four points $H_{1}, H_{2}, H_{2}^{\prime}$ and $H_{3}$ in the plane (hyper plane) which satisfy the points $(1,0$, $\ldots 0),(0,1,0, \ldots 0), \ldots(0, \ldots, 0,1)$ and thus form $45^{\circ}$ angles with the axes, (figure 3:2). If the mix changes from $H_{1}$ to $H_{2}$ and then to $H_{3}$, the second change almost goes in a direction opposite to that of the first change which is to some extent neutralized. The sum of the distances between $H_{1}, H_{2}$ and $H_{2}, H_{3}$ will then exaggerate the total change unless an allowance is made for the reversal of direction. If the changes take place instead via $H_{2}^{\prime}$ they work in approximately the same direction and the third term in (3:9) will give a positive contribution to $S_{13}^{2}$. To see that this agrees with one's intuitive thinking, suppose $R_{12,23}=1$, i.e. the two changes work in exactly the same direction. (3:9) now reduces to

Figure 3:2. Geometrical interpretation of changes in mix


$$
\begin{equation*}
S_{13}^{2}=S_{23}^{2}+S_{12}^{2}+2 S_{23} S_{12}=\left(S_{23}+S_{12}\right)^{2} \tag{3:10}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathrm{S}_{13}=\mathrm{S}_{23}+\mathrm{S}_{12} \tag{3:11}
\end{equation*}
$$

i.e. the total change in mix (distance) equals the sum of the two subchanges (distances).

The rule ( $3: 9$ ) and the special case $(3: 10)$ can be generalized to more than three points in time. The expression for the total change will then contain
correlation coefficients between all subchanges. For instance, with four points in time we obtain

$$
\begin{equation*}
\mathrm{S}_{14}^{2}=\mathrm{S}_{12}^{2}+\mathrm{S}_{23}^{2}+\mathrm{S}_{34}^{2}+2 \mathrm{R}_{12,23} \mathrm{~S}_{12} \mathrm{~S}_{23}+2 \mathrm{R}_{12,34} \mathrm{~S}_{12} \mathrm{~S}_{34}+2 \mathrm{R}_{23,34} \mathrm{~S}_{23} \mathrm{~S}_{34} \tag{3:12}
\end{equation*}
$$

The correlation coefficient is of interest not only in connection with the $S$ measure but also in its own right. It will be used not only to compare the directions of mix vectors but also to compare the composition of groups in general.

The S measure is reversible and satisfies the circular criterion. By definition the following relation holds

$$
\begin{equation*}
\mathrm{S}_{12}=\mathrm{S}_{21} ; \tag{3:13}
\end{equation*}
$$

From (3:9) and (3:13) the resultant change in mix from a movement from one point to another and back again is

$$
\begin{equation*}
S_{11}^{2}=S_{12}^{2}+S_{21}^{2}-2 S_{12} S_{21}=0 \tag{3:14}
\end{equation*}
$$

If no change at all is defined as $S_{11}=0$, the $S$ measure obviously satisfies the circular criterion in this simple case. For the case with three steps (time periods) (3:12) gives the expression

$$
\begin{align*}
\mathrm{S}_{11}^{2} & =\mathrm{S}_{12}^{2}+\mathrm{S}_{23}^{2}+\mathrm{S}_{31}^{2}+2 \mathrm{R}_{12,23} \mathrm{~S}_{12} \mathrm{~S}_{23}+2 \mathrm{R}_{12,31} \mathrm{~S}_{12} \mathrm{~S}_{31}+ \\
& +2 \mathrm{R}_{23,31} \mathrm{~S}_{23} \mathrm{~S}_{31} \tag{3:15}
\end{align*}
$$

Adding and subtracting the same terms give

$$
\begin{align*}
\mathrm{S}_{11}^{2} & =\mathrm{S}_{12}^{2}+\mathrm{S}_{23}^{2}+2 \mathrm{R}_{12,23} \mathrm{~S}_{12} \mathrm{~S}_{23}+\mathrm{S}_{12}^{2}+\mathrm{S}_{31}^{2}+2 \mathrm{R}_{12,31} \mathrm{~S}_{12} \mathrm{~S}_{31}+ \\
& +\mathrm{S}_{23}^{2}+\mathrm{S}_{31}^{2}+2 \mathrm{R}_{23,31} \mathrm{~S}_{23} \mathrm{~S}_{31}-\left(\mathrm{S}_{12}^{2}+\mathrm{S}_{23}^{2}+\mathrm{S}_{31}^{2}\right) ; \tag{3:16}
\end{align*}
$$

After substitution of (3:9) into (3:16) and application of (3:13) we finally obtain

$$
\begin{equation*}
S_{11}^{2}=S_{13}^{2}+S_{32}^{2}+S_{21}^{2}-\left(S_{12}^{2}+S_{23}^{2}+S_{31}^{2}\right)=0 \tag{3:17}
\end{equation*}
$$

The circular criterion is thus satisfied and a generalization to any number of steps is obvious.

In the applications which follow below, a point $X$ is characterized by the sum of the elements of the vector $O X$, i.e. the total number of employees, and by all elements of the corresponding $O H$ vector, i.e. a relative distribution. A change in composition from one point to another is described by the Q and S measures and sometimes also by the difference between the two corresponding OH vectors (relative distributions). ${ }^{\star}$

### 3.2 EMPLOYMENT BY SECTORS

In 1957 there were 30140 salaried employees with a degree or a certificate employed by members of the Swedish Employers' Confederation and in 1968 this sum had increased by $66 \%$ to 50130 . The increase took place mainly during the first part of the period. Between 1957 and 1964 the number of employees increased by $52 \%$ and between 1964 and 1968 by only $10 \%$. The following sections will show how the employees are distributed by education, industries and jobs, and how the change in their total number is reproduced in these distributions.

It has already been pointed out, but it deserves to be mentioned again, that the changes registered are changes in the number of employees recorded which implies that the effects of new members entering SAF and old members leaving and the effects of new classification principles are buried in the calculated measures. As the purpose is primarily to describe the data used in the analysis of the salary structure and not to explain changes in the labour market this is no serious disadvantage. In the previous chapter an attempt was made to get some information as to the magnitudes of these effects and the tentative conclusion is that the changes observed in the data, at least in broad groups, are not influenced very much by these »artificial» effects.

[^9]
### 3.2.1 Educational composition by industries

The increases in employment by education and by industry are given in tables 3:1, 3:2 and 3:3. Note that the data for 1968 are obtained from the statistics published by the Swedish Employers' Confederation, while the figures for 1957 and 1964 are obtained from the salary statistics collected in cooperation between SAF and the Central Bureau of Statistics which cover approximately an additional $2 \%$ of salaried employees with the specified educational qualifications.

The rate of increase of course varies from one industry to another. Iron and metal works, Quarrying and Building and construction doubled their employment, while the Beverage and tobacco industries and the Textile industry decreased theirs by $47 \%$ and $26 \%$ respectively (table $3: 1$ ). The observation made for all industries, that most of the increase in employment took place during the first part of the period, also holds for each industry with a few exceptions, for instance Mining, Iron and steel works, Other metal industry and Food industry.

The $S$ measure in table $3: 1$ shows that the change in educational mix was no greater than about $1 \%, 0.6 \%$ for each subperiod. Compared to the $62 \%$ increase in the total number of employees ${ }^{\star}$ the mix may be characterized as stable. The S measures calculated for each industry reveal more variability in some industries, in particular in the Beverage and tobacco industries, in Building and construction and in Wood industry. The correlation coefficient $\mathrm{R}_{57 / 64,64 / 68}$ shows that the changes between 1964 and 1968 in many industries went in almost the opposite direction to the change between 1957 and 1964. Examples are Mining, Shipyards, and Other metal industry. As the changes are generally rather small this may be seen as a result of a stochastic variability rather than a systematic and significant turn.

Table 3:2 exhibits the educational composition in all industries taken together. High school certificate in engineering (I and II) is no doubt the dominating education. The two categories made up $77 \%$ of all educated employees in 1968. As graduate engineers made up $11 \%$, there was (and still is) an overwhelming dominance of engineers among employees with the educational qualifications considered in Swedish industry. The corresponding distributions for each industry in table 3:3 reveal some rather natural differences in educational mix due to differences in production methods and educational requirements. The proportion of graduate engineers is high in Mining, Shipyards, Manufacture of electrical equipment and in the Pulp and paper industry. In some industries where the proportion of graduate engineers is rather low, but technical knowledge is still required, the proportions of high school engineers are high. Examples

[^10]are Manufacture of hardware, Repair works, Other metal industry and Building and construction. In the latter industry the proportion of engineers with certificate II was as high as $57 \%$. The proportion made up by employees with an education in business, economics and commerce is small in Mining, Metal and engineering industry and in Building and construction but they constitute greater proportion in the other industries. This is particularly true for those who have high school training. Educational qualifications other than technical and economic education can be traced to just a few industries, namely Chemical industry, Beverage and tobacco industries, Food manufacturing industries, Printing and allied industries and Mining. The group Other degrees probably contains a large proportion of pharmacists which may explain the relatively high proportion this group represents in the Chemical, Beverage and Food industries.

The mix vectors in table 3:2 show the change in mix. The resultant change from 1957 to 1968 for all industries is mainiy a small decrease in the relative number of graduate engineers and high school engineers II and a corresponding increase of high school engineers I. To find out the extent to which the same change has taken place in each individual industry, the correlation coefficients (r) have been calculated between the mix vector for all industries together and the mix vectors for each industry. Each branch of industry in the Manufacturing and engineering industry is compared with the mix vector of the whole industry. The result is shown in the last column of table 3:1. In the Textile industry the changes in mix have gone in a direction almost opposite to the general direction, i.e. the proportion of employees with a certificate in engineering I has decreased and that of graduate engineers has increased. The association is very low in Iron and steel works, metal plants; Food industry and in Leather, furs and rubber industries. In Iron and steel works, metal plants the proportion of graduate engineers and high school engineers I decreased by 4 percentage units and increased by 5 percentage units respectively over the period 1957-1968 which is the same tendency as the general one, but the proportion of high school engineers II also increased by 6 percentage units and that of employees with a certificate in commerce decreased by 3 percentage units which is contrary to the general tendency. The proportion of high school engineers II also increased by 6 percentages in Food manufacturing industries and 5 percentage units in Leather, furs and rubber industries, and in the latter industry the proportion of employees with commercial education also decreased by 6 percentage units.

The Beverage and tobacco industries were previously known as the industry with the greatest change in mix. It is one of the smallest industries with only 209 educated employees in 1957. Between 1957 and 1964 their number increased by $28 \%$. The change in mix followed very closely the general tendency. The number of graduate engineers decreased from $28 \%$ to $14 \%$ and high school engineers II from $34 \%$ to $26 \%$, while high school engineers I increased from
$\underset{\infty}{ }$ Table 3:1. Measures of changes in employment level and educational mix in 1957-1968

| Industry | $Q_{57,64}$ | Q64,68 | $\mathrm{Q}_{57,68}$ | $S_{57,64}$ | $\mathrm{S}_{64,68}$ | $\mathrm{S}_{57,68}$ | $\sqrt{\frac{\mathrm{n}}{2} \mathrm{~S}_{57,68}}$ | $\mathrm{R}_{57 / 64,64 / 68}$ | $\mathrm{r}_{57,68}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| All industry | 1.498 | 1.084 | 1.623 | 0.006 | 0.006 | 0.011 | 0.023 | 0.586 | 1.000 |
| Mining | 1.195 | 1.119 | 1.337 | 0.033 | 0.023 | 0.020 | 0.042 | -0.802 | 0.637 |
| Metal and engineering industry | 1.509 | 1.069 | 1.613 | 0.006 | 0.001 | 0.006 | 0.013 | -0.005 | 0.922 |
| Iron and steel works; metal plants | 1.491 | 1.404 | 2.093 | 0.011 | 0.021 | 0.027 | 0.057 | 0.365 | 0.086 |
| Manufacture of hardware | 1.412 | 1.185 | 1.673 | 0.013 | 0.005 | 0.012 | 0.025 | -0.503 | 0.555 |
| Engineering works | 1.450 | 0.994 | 1.441 | 0.007 | 0.005 | 0.007 | 0.015 | -0.405 | 0.637 |
| Repair works | 1.562 | 0.832 | 1.300 | 0.017 | 0.014 | 0.024 | 0.050 | 0.241 | 0.753 |
| Shipyards | 1.256 | 1.003 | 1.259 | 0.021 | 0.017 | 0.011 | 0.023 | -0.858 | 0.934 |
| Manufacture of electrical equipment | 1.537 | 1.098 | 1.688 | 0.006 | 0.011 | 0.009 | 0.019 | -0.625 | 0.799 |
| Other metal industry | 1.175 | 1.241 | 1.458 | 0.043 | 0.025 | 0.015 | 0.030 | -0.962 | 0.851 |
| Quarrying; stone, clay and glass products | 1.566 | 1.231 | 1.928 | 0.021 | 0.025 | 0.032 | 0.068 | -0.044 | 0.950 |
| Wood industry | 1.384 | 1.157 | 1.600 | 0.038 | 0.017 | 0.037 | 0.079 | -0.157 | 0.732 |
| Manufacture of pulp, paper and paper products | 1.204 | 0.907 | 1.092 | 0.020 | 0.007 | 0.025 | 0.054 | 0.848 | 0.572 |
| Printing and allied industries | - | 0.441 | - | - | 0.056 | - | - | - | - |
| Food manufacturing industries | 1.198 | 1.300 | 1.557 | 0.014 | 0.020 | 0.030 | 0.064 | 0.638 | 0.222 |
| Beverage and tobacco industries | 1.278 | 0.412 | 0.526 | 0.075 | 0.087 | 0.146 | 0.292 | 0.639 | 0.582 |
| Textile industry | 0.896 | 0.826 | 0.740 | 0.009 | 0.008 | 0.012 | 0.025 | 0.092 | -0.566 |
| Leather, furs and rubber industries | 1.474 | 0.953 | 1.405 | 0.017 | 0.021 | 0.029 | 0.062 | 0.241 | 0.194 |
| Chemical industry | 1.539 | 1.170 | 1.801 | 0.016 | 0.015 | 0.020 | 0.042 | -0.163 | 0.761 |
| Building and construction | 1.652 | 1.298 | 2.143 | 0.017 | 0.031 | 0.045 | 0.095 | 0.779 | 0.840 |

Note 1: $\mathrm{r}_{57,68}$ is the correlation coefficient between the mix sector for the whole industry (metal and engineering industry) and each subindustry (branch in Metal and engineering industry), calculated for the timeperiod 1957-1968.
Note 2: see note to table 3:2.

Table 3:2. Educational composition in 1957-1968; all industries

|  | Educational qualifications |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree in engineering | Certificate in engineering | Certificate in engineering II | Degree in business \& economics | Certificate in commerce | Degree <br> in social work | $\begin{aligned} & \text { Degree } \\ & \text { in } \\ & \text { science } \end{aligned}$ | Degree in law or in the social sciences | Other academic degrees | All educational qualifications |
| Number of employees 1957 | 4053 | 9163 | 14116 | 739 | 2162 | 35 | 163 | 159 | 289 | 30879 * |
| Number of employees 1964 | 5543 | 14247 | 20824 | 1066 | 3553 | 76 | 360 | 181 | 468 | $46318{ }^{\star}$ |
| Number of employees 1968 | 5661 | 16124 | 22532 | 1010 | 3524 | 62 | 423 | 252 | 542 | 50130 |
| Relative distribution 1957 | 0.131 | 0.297 | 0.457 | 0.024 | 0.070 | 0.001 | 0.005 | . 0.005 | 0,010 | 1.000 |
| Change in mix 1957-1964 | -0.011 | 0.010 | -0.008 | -0.001 | 0.007 | 0.001 | 0.003 | -0.001 | 0.000 | 0.000 |
| Relative distribution 1964 | 0.120 | 0.307 | 0.449 | 0.023 | 0.077 | 0.002 | 0.008 | 0.004 | 0.010 | 1.000 |
| Change in mix 1964-1968 | -0.007 | 0.015 | 0.001 | -0.003 | -0.007 | -0.001 | 0.000 | 0.001 | 0.001 | 0.000 |
| Relative distribution 1968 | 0.113 | 0.322 | 0.450 | 0.020 | 0.070 | 0.001 | 0.008 | 0.005 | 0.011 | 1.000 |
| Change in mix 1957-1968 | -0.018 | 0.025 | -0.007 | -0.004 | 0.000 | 0.000 | 0.003 | 0.000 | 0.001 | 0.000 |

$\star$ The figures for 1957 and 1964 are obtained from the statistics collected by SAF and the Central Bureau of Statistics in cooperation. The totals from the SAF statistics only are 30140 for 1957 and 45737 for 1964 and the corresponding $Q$ values are $\mathrm{Q}_{57,64}=1.517, \mathrm{Q}_{64,68}=1.096$ and $\mathrm{Q}_{57,68}=1.663$

Table 3:3. Percentage distribution of employees by education and industry in 1968

| Industry | Education |  |  |  |  |  |  |  |  | All educational qualifications |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree in engineering | Certificate in engineering I | Certificate in engineering II | Degree in business \& economics | Certificate in commerce | Degree in social work | $\begin{aligned} & \text { Degree } \\ & \text { in } \\ & \text { science } \end{aligned}$ | Degree in law or in the social sciences | Other academic degrees |  |  |
|  |  |  |  |  |  |  |  |  |  | \% | number of employees |
| All industry | 11.3 | 32.2 | 44.9 | 2.0 | 7.0 | 0.1 | 0.8 | 0.5 | 1.1 | 99.9 | 50130 |
| Mining | 20.1 | 33.6 | 30.8 | 2.7 | 5.0 | 0.4 | 3.4 | 2.5 | 1.5 | 100.0 | 678 |
| Metal and engineering industry | 11.9 | 33.1 | 46.5 | 1.7 | 5.5 | 0.1 | 0.6 | 0.3 | 0.3 | 100.0 | 32274 |
| Iron and steel works; metal plants | 13.9 | 34.9 | 39.9 | 1.5 | 7.8 | 0.1 | 1.1 | 0.3 | 0.4 | 99.9 | 4023 |
| Manufacture of hardware | 6.4 | 35.2 | 43.3 | 3.3 | 10.5 | 0.1 | 0.3 | 0.5 | 0.4 | 100.0 | 1527 |
| Engineering works | 9.9 | 33.1 | 48.4 | 1.8 | 5.6 | 0.1 | 0.5 | 0.3 | 0.4 | 100.1 | 14939 |
| Repair works | 1.3 | 18.6 | 46.2 | 5.8 | 27.1 | 0.3 | 0.0 | 0.5 | 0.3 | 100.1 | 377 |
| Shipyards | 14.9 | 26.7 | 52.4 | 1.2 | 3.3 | 0.1 | 0.7 | 0.2 | 0.5 | 100.0 | 1590 |
| Manufacture of electrical equipment | 15.8 | 33.9 | 45.4 | 1.3 | 2.7 | 0.1 | 0.5 | 0.3 | 0.1 | 100.1 | 9226 |
| Other metal industry | 3.9 | 32.1 | 50.7 | 2.2 | 10.8 | 0.0 | 0.0 | 0.2 | 0.2 | 100.1 | 592 |
| Quarrying; stone, clay and glass products | 10.2 | 35.1 | 38.5 | 2.2 | 11.6 | 0.3 | 1.1 | 0.7 | 0.3 | 100.0 | 1573 |
| Wood industry | 4.9 | 32.0 | 36.8 | 2.7 | 20.7 | 0.1 | 0.4 | 0.6 | 1.9 | 100.1 | 701 |
| Manufacture of pulp, paper and paper products | 15.2 | 30.8 | 27.6 | 3.3 | 16.2 | 0.3 | 0.5 | 1.3 | 4.9 | 100.1 | 1986 |
| Printing and allied industries | 1.2 | 18.2 | 36.4 | 14.2 | 20.6 | 0.4 | 2.4 | 4.3 | 2.4 | 100.1 | 253 |
| Food manufacturing industries | 7.1 | 26.8 | 26.3 | 6.7 | 21.7 | 1.0 | 3.6 | 1.8 | 5.0 | 100.0 | 897 |
| Beverage and tobacco industries | 8.2 | 20.9 | 13.6 | 3.6 | 29.1 | 0.0 | 0.0 | 1.8 | 22.7 | 99.9 | 110 |
| Textile industry | 7.4 | 31.4 | 35.4 | 6.4 | 17.6 | 0.0 | 0.4 | 1.1 | 0.3 | 100.0 | 717 |
| Leather, furs and rubber industries | 4.2 | 39.0 | 33.1 | 4.6 | 18.5 | 0.0 | 0.0 | 0.5 | 0.2 | 100.1 | 590 |
| Chemical industry | 12.6 | 27.9 | 32.6 | 3.5 | 9.9 | 0.3 | 4.6 | 1.3 | 7.2 | 99.9 | 3178 |
| Building and construction | 8.7 | 30.2 | 57.0 | 0.5 | 3.3 | 0.0 | 0.0 | 0.2 | 0.1 | 100.0 | 7173 |

[^11]$13 \%$ to $21 \%$ and employees with a certificate in commerce from $12 \%$ to $17 \%$. The group other academic degrees also increased from $0.5 \%$ to $8.6 \%$. During the second period the total number of employees decreased by $59 \%$ and at the same time the changes in mix deviated from the general tendency. The proportions of all educational groups decreased except certificate in commerce, +12 percentage units, degree in law or in the social sciences, +1 percentage unit, and other academic degrees, +14 percentage units. The proportion of high school engineers II decreased by almost 13 percentage units.

A general and perhaps trivial conclusion from these comparisons of changes in mix is that on an aggregate level the changes are rather small, the mix is stable, but when the data are broken down into smaller groups covering shorter time periods there are greater changes which, however, seem to behave in a rather erratic manner.

### 3.2.2 Composition by job and education

The tool at our disposal for investigation of the job composition is the position classification system used by the Swedish Employers' Confederation (SAF), the Swedish Union of Clerical and Technical Employees in Industry (SIF), the Swedish Union of Supervisors and Foremen (SALF) and the Swedish Union of Commercial Employees (HTF). The results obtained from comparisons of job composition naturally depend to a great extent on the classification system and its application. It was mentioned in the second chapter that the classification system was revised between 1965 and 1966, and this makes a comparison between job compositions before and after the revision very difficult. As the revision was directed more towards the job families than towards the levels, no comparison is made between the job family compositions in 1964 and 1968 respectively. The comparison of job level compositions should be interpreted with care (see section 2.3).

The distribution of job families in 1956 and 1964 are exposed in table 3:4. The technical job families dominate. In $195613 \%$ were employed in commercial work and $6 \%$ in financial and office work. Each of the proportions had increased by 2 percentage units by 1964. Among the technical families the proportions of Managing and supervision of production and Design engineering decreased by 3 percentage units and 4 percentage units to $17 \%$ and $26 \%$ respectively by 1964, while the proportion of Research, experimental and development work increased by 2 percentage units to $16 \%$. The distribution for 1968 is given in table 3:5 without comparison, except for Research, experimental and development work which was in principle unaffected by the revision. Its proportion decreased to $13.5 \%$ by 1968. Administrative work ( 0 . in the new classification) has a higher than average proportion of employees with academic

Table 3:4. Distribution by job families in 1956 and 1964; all educational qualifications

| Job family | 1956 | $1964-1956$ | 1964 |
| :--- | :---: | :---: | :---: |
| 1. Managing and supervision of <br> production | 0.201 | -0.032 | 0.169 |
| 2. Research, experimental and <br> development work | 0.135 | 0.021 | 0.156 |
| 3. Design engineering, industrial <br> and fashion design | 0.296 | -0.039 | 0.257 |
| 4. Other technical work | 0.173 | 0.006 | 0.179 |
| 5. Humanistic and artistic work | - | 0.001 | 0.001 |
| 6. Teaching | 0.001 | 0.002 | 0.003 |
| 7. General services and health care | 0.003 | 0.003 | 0.006 |
| 8. Commercial work | 0.133 | 0.020 | 0.153 |
| 9. Financial and office work | 0.057 | 0.019 | 0.076 |
| All families | 0.999 | 0.001 | 1.000 |
| Total number of employees | 27449 | 17139 | 44588 |

Note: Jobs with less than 10 employees are excluded.
degrees. This category also includes legal work. Research, experimental and development work is more graduate engineer intensive than average, while production work and design are high-school engineer intensive. Besides administrative work, those with an economic education naturally work in commercial, financial and office jobs. The proportions of engineers are however relatively high in these job families also. The explanation is that commercial work often requires technical knowledge to understand and explain products to customers. These jobs also frequently involve a technical service function to the customers. A technical element in the job family Financial and office work is systems work, programming and computer operation. Of the 85 employees in General services and health care $63.5 \%$ are physicians.

Some summary measures of changes in the educational composition have been calculated for each job family (table 3:6). The increase in the total number of employees in all families over the period 1956-1964 is recorded as $62 \%$. Only Managing and supervision of production and Design show a lesser increase. The changes in educational mix is largest in General services and health care, Commercial work and Financial and office work. The reason why the figure for General services and health care is so high is because in this family only Degrees

Table 3:5. Educational composition by job families in 1968

| Education | Job family |  |  |  |  |  |  |  |  |  | All job families |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |
| Degree in engineering | 0.193 | 0.114 | 0.284 | 0.088 | 0.057 | - | - | - | 0.067 | 0.038 | 0.109 |
| Certificate in engineering I | 0.182 | 0.341 | 0.342 | 0.369 | 0.335 | 0.393 | 0.581 | - | 0.302 | 0.090 | 0.317 |
| Certificate in engineering II | 0.218 | 0.529 | 0.323 | 0.543 | 0.599 | 0.607 | 0.419 | 0.365 | 0.411 | 0.114 | 0.454 |
| Degree in business \& economics | 0.149 | - | - | - | - | - | - | - |  |  | 0.021 |
| Certificate in commerce | 0.099 | - | - | - | 0.003 | - | - | - | 0.178 | 0.587 | 0.081 |
| Degree in social work | 0.033 | - | - | - | - | - | - | - | - | - | 0.001 |
| Degree in science | - | - | 0.032 | 0.001 | - | - | - | - | 0.003 | 0.016 | 0.006 |
| Degree in law or in the social sciences | 0.125 | - | - | - | - | - | - | - | 0.003 | 0.007 | 0.003 |
| Other academic degrees | - | 0.016 | 0.018 | - | 0.006 | - | - | 0.635 | 0.003 | - | 0.008 |
| All educational qualifications | 0.999 | 1.000 | 0.999 | 1.001 | 1.000 | 1.000 | 1.000 | 1.000 | 1.001 | 0.000 | 1.000 |
| Number of employees | 1097 | 10215 | 7304 | 13113 | 7866 | 61 | 129 | 85 | 9873 | 4208 | 53951 |
| Relative distribution of employees | 0.020 | 0.189 | 0.135 | 0.243 | 0.146 | 0.001 | 0.002 | 0.002 | 0.183 | 0.078 | 0.999 |

Note 1: Employees employed by members of the Swedish Commercial Employers' Association, Central Group are covered by the survey in 1968 but not in 1956 and 1964. In 1968 this group totalled 1081 employees.
Note 2: Jobs with less than 10 employees are excluded.

Table 3:6. Q and S measures of changes in educational composition in 1956-1964, by job families

| Job family | $\mathrm{Q}_{56,64}$ | $\mathrm{~S}_{56,64}$ | $\sqrt{\frac{n}{2} \mathrm{~S}_{56,64}}$ | r |
| :--- | :--- | :--- | :--- | :--- |
| All families |  |  |  |  |
| 1. Managing and supervision <br> of production | 1.624 | 0.014 | 0.030 | 1.000 |
| 2. Research, experimental and <br> development work | 1.366 | 0.013 | 0.019 | 0.530 |
| 3. Design engineering, industrial <br> and fashion design | 1.411 | 0.014 | 0.018 | 0.599 |
| 4. Other technical work | 1.680 | 0.007 | 0.011 | 0.354 |
| 6. Teaching | 3.389 | 0.029 | 0.029 | 0.630 |
| 7. General services and health |  |  |  |  |
| care |  |  |  |  |

$\star$ 5. Humanistic and artistic work is omitted.
Note: Jobs with less than 10 employees are excluded.
in law and social sciences and Other degrees were recorded in 1956, while all educational qualifications except degrees in engineering and science were recorded in 1964. A closer study of the distributions of the last two families reveals that in Commercial work the proportion of graduate engineers decreased from 12 to $9 \%$ and that of high school engineers from 43 to $39 \%$, while employees with a certificate in commerce increased from 12 to $18 \%$, and in Financial and office work the proportion of graduate engineers increased from 0 to $1 \%$, that of high school engineers I from 5 to $8 \%$ and those with a certificate in commerce from 58 to $64 \%$. The proportions of high school engineers II and graduate business economists decreased from 12 to $10 \%$ and from 24 to $17 \%$ respectively. In Commercial work the change in mix is very much the same as for all families, but in Financial and office work less so. As the correlation coefficient in table 3:6 indicates there are no families with changes opposed to the common change.

The distribution of job levels (table 3:7) shows that the middle levels are most frequent and that jobs at levels 7 and 8 are very rare. The changes in level composition revealed by the table are a decrease in the proportion of the top level jobs and an increase primarily at level 6 . This change may be at least partly artificial and result from a downgrading of jobs during the years immediately after the introduction of the classification system (1956) and in connection with the revision in 1965/66. However, there may also be an effect due to increased output from schools and universities (see below), as initial jobs are usually at levels 5 and 6.

Table $3: 8$ shows that the academic proportions are high at the top levels.
These groups both start at a higher level and are promoted to higher levels more frequently than non-academics. This does not mean, however, that non-academics do not reach the top level 2. In $196838 \%$ of all educated employees at this level did not possess an academic degree.

Table 3:7. Composition by job levels in 1956-1968; all educational qualifications

| Job level | 1956 | $(1964-1956)$ | 1964 | $(1968-1964)$ | 1968 | $(1968-1956)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.043 | -0.012 | 0.031 | -0.001 | 0.030 | -0.013 |
| 3 | 0.132 | -0.010 | 0.122 | -0.004 | 0.118 | -0.014 |
| 4 | 0.276 | -0.002 | 0.274 | -0.006 | 0.268 | -0.008 |
| 5 | 0.379 | 0.008 | 0.387 | -0.007 | 0.380 | 0.001 |
| 6 | 0.139 | 0.014 | 0.153 | 0.018 | 0.171 | 0.032 |
| 7 | 0.030 | 0.002 | 0.032 | 0.000 | 0.032 | 0.002 |
| 8 | 0.001 | -0.001 | 0.000 | 0.001 | 0.001 | 0.000 |
| Totals | 1.000 | -0.001 | 0.999 | 0.001 | 1.000 | 0.000 |
| Total |  |  |  |  |  |  |
| number of |  |  |  |  |  | 54588 |
| employees | 2749 |  |  |  |  |  |

Note: See notes 1 and 2 table 3:5.
Table 3:8. Educational composition by job levels in 1968

| Education | Job level |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Note: See notes 1 and 2 table 3:5.

The S measures in table 3:9 reveal some variability of changes in job mix between educational qualifications. The correlation coefficients also show a variability in direction. The decrease of the proportions at levels 2 and 3 holds for all educational qualifications. The proportions of almost all educational qualifications increase at level 5. The high S score for employees with a degree in law or in the social sciences is probably explained by the entry at levels 4 and 5 of relatively few employees with degrees in the social sciences. In 1956 this group was completely dominated by lawyers at level 3 .

### 3.2.3 Age composition

The increased proportion of employees at job levels 5 and 6 is probably associated with a decrease in average age due to employment of young people. The overall age distribution is given in table $3: 10$ where it is also possible to study the changes in distribution over the period 1956-1968. The proportions of

Table 3:9. Q and S measures of changes in job levels in 1956-1968, by educational qualification

| Education | $\mathrm{Q}_{56,64}$ | $\mathrm{Q}_{64,68}$ | $\mathrm{Q}_{56,68}$ | $\mathrm{~S}_{56,68}$ | $\sqrt{\frac{\mathrm{n}}{2} \mathrm{~S}_{56,68}}$ | $\mathrm{r}_{56,68}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| All educa- <br> tional groups | 1.623 | 1.218 | 1.964 | 0.014 | 0.027 | 1.000 |
| Degree in en- <br> gineering | 1.466 | 1.106 | 1.621 | 0.045 | 0.072 | 0.277 |
| Certificate in <br> engineering I | 1.674 | 1.231 | 2.061 | 0.035 | 0.061 | 0.906 |
| Certificate in <br> engineering II 1.526 | 1.207 | 1.841 | 0.012 | 0.023 | 0.506 |  |
| Degree in busi- <br> ness \& econ- <br> omics | 1.733 | 1.217 | 2.109 | 0.066 | 0.105 | -0.035 |
| Certificate in <br> commerce | 2.532 | 1.272 | 3.220 | 0.031 | 0.057 | -0.165 |
| Degree in <br> science | 3.000 | 1.386 | 4.159 | 0.181 | 0.256 | 0.294 |
| Degree in law <br> or in the social <br> sciences 1.482 |  |  |  |  |  |  |
| Other academ- <br> ic degrees | 2.898 | 1.123 | 2.132 | 0.061 | 0.086 | 0.229 |

[^12]Table 3:10. Age distribution in 1956-1968; all educational qualifications

| Age | 1956 | $(1964-1956)$ | 1964 | $(1968-1964)$ | 1968 | $(1968-1956)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| interval | 1960 | 0.090 | 0.005 | 0.095 | 0.025 |  |
| -25 | 0.070 | 0.020 | 0.143 | 0.010 | 0.153 | 0.009 |
| $26-29$ | 0.144 | -0.001 | 0.10 |  |  |  |
| $30-34$ | 0.244 | -0.072 | 0.172 | 0.001 | 0.173 | -0.071 |
| $35-44$ | 0.350 | -0.002 | 0.348 | -0.056 | 0.292 | -0.058 |
| $45-59$ | 0.162 | 0.057 | 0.219 | 0.039 | 0.258 | 0.096 |
| $60-$ | 0.030 | -0.002 | 0.028 | 0.000 | 0.028 | -0.002 |
| Totals | 1.000 | 0.000 | 1.000 | -0.001 | 0.999 | -0.001 |
| Number of |  |  |  |  |  |  |
| employees | 28693 |  | 45737 |  | 55728 |  |

Note: See note 1 table 3:5.
employees in the group 30-44 years have decreased while both younger and older employees become relatively more numerous. The same change has taken place for almost all educational groups. For high school engineers II the increase in proportion in the group 45-60 years is higher than for any other education. There is also some relative increase in engineers 60 years and older. Those who have a certificate in commerce deviate a little from the other educational groups because the proportions of those who are less than 34 years old have decreased while the other proportions have all increased, (see the correlation coefficients in table 3:11).

Table 3:11. Changes in age mix by education in 1956-1968

| Education | $\mathrm{S}_{56,64}$ | $\mathrm{~S}_{64,68}$ | $\mathrm{~S}_{56,68}$ | $\sqrt{\frac{1}{2} \mathrm{~S}_{56,68}}$ | $\mathrm{r}_{56,64}$ | $\mathrm{r}_{64,68}$ | $\mathrm{r}_{56,68}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| All educational <br> qualifications | 0.038 | 0.029 | 0.055 | 0.095 | 1.000 | 1.000 | 1.000 |
| Degree in <br> engineering | 0.015 | 0.014 | 0.019 | 0.033 | 0.539 | 0.888 | 0.864 |
| Certificate in <br> engineering I | 0.025 | 0.020 | 0.032 | 0.055 | 0.835 | 0.978 | 0.890 |
| Certificate in <br> engineering II | 0.066 | 0.045 | 0.094 | 0.163 | 0.984 | 0.997 | 0.992 |
| Degree in busi- <br> ness \& econ- | 0.032 | 0.024 | 0.038 | 0.066 | 0.827 | 0.761 | 0.801 |
| omics |  |  |  |  |  |  |  |
| Certificate in <br> commerce | 0.033 | 0.018 | 0.043 | 0.074 | 0.004 | 0.206 | -0.016 |
| Other un- <br> specified edu- <br> cational qua- <br> lifications | 0.022 | 0.046 | 0.064 | 0.111 | 0.429 | 0.378 | 0.230 |

Note: See note 1 table 3:5.

### 3.3 SUPPLY OF LABOUR FROM UNIVERSITIES AND SCHOOLS

The supply of young labour from high schools and universities has increased very much during the sixties. Of the educational groups which to any extent enter industry, the increase has been most pronounced for the non-academic educational qualifications. This is clearly seen in figure $3: 3$ and table 3:12. The intake to the colleges of technology and economics, although showing a slow expansion, has been limited during the whole period. The so called educational explosion has at the academic level mainly taken place in the social and humanistic sciences, which have not so far become an important source of recruitment for Swedish industry. The explosion reached its peak after 1968, the last year covered by this study.

Although figure $3: 3$ and table 3:12 only give the number of degrees and certificates awarded, the educational explosion is not only an increase relative to previous output from schools and universities but also an increase to the population in the relevant age intervals. For instance, between 1964 and 1968 the population in the age interval $15-24$ years increased by $5.6 \%$ while the number of certificates awarded annually in engineering I increased by $88.7 \%$, certificates in commerce by $264.3 \%$ and degrees in engineering by $46 \%$.

Table 3:12. Number of degrees and certificates awarded in 1954-1968

| Education | $1954-1958$ | $1959-1963$ | $1964-1968$ | $1954-1968$ |
| :--- | :--- | :--- | :--- | :--- |
| Degree in engineering <br> (Civ.ing., Tekn.lic., | 2832 | 3978 | 6031 | 12841 |
| Tekn.dr) <br> Certificate in <br> engineering I <br> (Läroverksingenjör) <br> Certificate in <br> engineering II <br> (Institutsingenjör) | 5453 | 9352 | 23184 | 37989 |
| Degree in business | 5747 | 9555 | $15644^{\star \star}$ | $30946^{\star \star}$ |
| \& economics <br> (Civ.ekon., Ekon.lic., <br> Ekon.dr) <br> Certificate in commerce | 988 | 1268 | 2244 | 4500 |
| (Handelsgymnasie- <br> examen) | 5867 | 7208 | 21395 | 34470 |

[^13]Figure 3:3. Degrees and certificates awarded in 1951-1967
(Cumulative scale)


Finally a word of caution. The number of degrees and certificates awarded does not correspond to the same number of individuals, since an individual may obtain more than one degree or certificate. For instance, some of the students who obtain a certificate in engineering I continue to a college of technology to work for a degree. However, this can in no way disturb the observed general tendency.

### 3.4 SOME EVIDENCE ON EMPLOYMENT, LEAVING AND PROMOTION RATES

A breakdown of the salary statistics into three groups, Leavers, Pairs and Beginners, was described in chapter 2. It provides some insight into labour mobility. If mobility is low one would expect a rigid job mix, industry mix, and so forth as well as a rigid salary structure, but if the mobility is high a rigid mix and perhaps also a rigid salary structure are more noteworthy, (see section 5.2.7).

The data used for this study are from 1963 and 1964. As they were not originally produced for a study of labour mobility, they leave shortages and unanswered questions, for instance with respect to job changes and moves between industries. As a reminder: those who are not registered with the same employer in 1964 as in 1963 are Leavers (L63), those who are registered with the same employer in both 1963 and 1964 are Pairs (P63 and P64), and those who are not registered with the same employer in 1963 as in 1964 are Beginners (B64). The categories Leavers and Beginners partly cover the same individuals. Those who leave a SAF employer but are not employed by another SAF employer and those who obtain promotion to the management level (whether or not with the same employer) are no longer registered in the statistics and are therefore only included among the Leavers. In the same way, salary earners who are newly employed and do not come from a SAF member and wage earners who obtain promotion to the job of work supervisor are included only among the Beginners.

In table 3:13 it is possible to investigate how leaving rate, employment rate and promotion rate are associated with a number of variables. Unfortunately, data are not available to permit cross classifications. Interactions between variables cannot be investigated. The data used are the same as in model I, chapter 5.2 (p.169) and they cover engineers in technical job families. (For a more detailed description see Klevmarken [1968a], part II.)

Between August 15th, 1963 and August 15th, 1964, $15 \%$ of the engineers employed by SAF members covered by the data left. $18 \%$ of the engineers registered on August 15th, 1964 were employed during the same period. Although methods and definitions are not exactly the same in the investigation made by the Swedish Labour Board in 1968 (Faragó[1968]), the results obtained still
provide an interesting comparison. Of a total of 3200000 employees in Sweden, 566000 i.e. $17.7 \%$ had moved from one employer to another during the period May 1st, 1965 - April 30th, 1966. This figure is obtained for a business cycle peak and it is probably a little higher than it would have been for the period August 15th, 1963 - August 15th, 1964, but disregarding this difference the turnover rate for the salaried employees studied seems to be of the same mag. nitude as the average turnover rate for the whole Swedish labour market.

As other investigations have shown, mobility is higher among young employees than among old ones. The leaving rate is $25 \%$ for the youngest and then decreases to a minimum of $9 \%$ in the age interval $45-59$ years. Because of retirement it is high again, $24 \%$, for those who are 60 years or older. Except for this age interval the employment rate shows a similar age pattern. $55 \%$ of the youngest engineers were employed during the previous year, while only $5 \%$ of the oldest ones are newly employed.

Both leaving rate and employment rate are the lowest in cost of living area 3 and the highest in area 5. The differences are however small. The differences between the three educational qualifications are also small. Graduate engineers show slightly lower rates than high school engineers II, while high school engineers I show some higher rates. These differences do not necessarily have anything to do with education, but can possibly be explained by differences in age distribution. High school engineers I have the lowest average age while graduate engineers and high school engineers II have about the same average. Table 3:14 shows leaving rates ${ }^{\star}$ and employment rates for a larger sample of educational qualifications and jobs. These data show that employees with an education in economics have higher rates than the engineers. Their average age is, however, lower than the average of graduate engineers and high school engineers II but not as low as that of high school engineers I. The leaving rates and employment rates for the small educational groups are based on a very small number of observations and the observed deviations from the average should not be given too much importance.

A comparison of the mobility by industry (table $3: 13$ ) reveals more variability between industries than between educational groups. There is high mobility in Building and construction and in Repair works, while Mining, Iron and steelworks, Manufacture of hardware, Food manufacturing industries and Beverage and tobacco industries have a relatively low engineer turnover. The differences observed are difficult to interpret for the same reason as above. We do not know anything about differences in age and job distribution. The high figure for Building and construction may, however, be a result of the favourable business conditions for this industry in 1963/64.

[^14]The turnover of labour is higher at low job levels than at higher level jobs. As young employees are most frequent at low job levels, it is difficult to separate this effect from the age effect. A comparison of employment and leaving rates and the difference between Pairs 1963 and Pairs 1964 may also be of some interest. For all job families enumerated in table 3:13 there are 1098 engineers at level 6 who left, 599 who obtained promotion within the same company and 1741 who were employed. At level 3 we find that 293 left, 207 obtained promotion within the company to this job level and 242 were employed. At low job levels labour is usually recruited outside the company ${ }^{\star}$ while promotion within the company accounts for a large part of the recruitment at higher job levels. But even at these levels, employment from outside amounts to about $50 \%$ of the supply.

A comparison between job families is not without difficulty because some job levels are missing in many families. The comparison also varies somewhat from job level to job level. The sum up, for the technical job families studied it may be stated that the turnover of engineers was about the same for all job families except for Productivity engineering (400) where it was a little higher.

A similar comparison between job families has been made using the same data as those in table $3: 14$. The turnover rate has this time been defined as the minimum of employment rate and leaving rate. Since job levels are not the same in each job family, it is not meaningful to calculate an average of the turnover rates and to compare the results. For each job level the families have instead been ranked by turnover rate. The result is given in table $3: 15$. There is no unique ranking of the job families. As a tentative conclusion we may state that the turnover is relatively high in Work supervision, Personnel work and Commercial work, while it is low in Mathematical work and Laboratory work.

[^15]Table 3:13. Leaving, employment and promotion rates for engineers in technical work

| Variable | Rates (\%) |  |
| :---: | :---: | :---: |
|  | L63/(L63+P63) | B64/(B64+P64) |
| Age |  |  |
| -25 | 24.7 | 54.5 |
| 26-29 | 20.5 | 27.9 |
| 30-34 | 16.4 | 16.6 |
| 35-44 | 11.9 | 11.1 |
| 45-59 | 8.9 | 7.4 |
| $60-$ | 23.9 | 5.3 |
| All age intervals | 14.9 | 18.2 |
| Cost of living area |  |  |
| 3 | 13.6 | 17.1 |
| 4 | 14.3 | 17.9 |
| 5 | 18.5 | 21.2 |
| All areas | 14.9 | 18.2 |
| Education |  |  |
| Degree in engineering | 13.1 | 14.7 |
| Certificate in engineering I | 15.4 | 19.4 |
| Certificate in engineering II | 15.2 | 18.5 |
| All educational qualifications | 14.9 | 18.2 |
| Industry |  |  |
| Mining | 13.3 | 9.5 |
| Metal and engineering industry |  |  |
| Iron \& steel works, metal plants | 11.0 | 14.2 |
| Manufacture of hardware | 11.1 | 14.4 |
| Engineering works | 16.6 | 17.9 |
| Repair works | 20.4 | 24.7 |
| Shipyards | 15.2 | 16.0 |
| Manufacture of electrical equipment | 12.9 | 19.1 |
| Other metal industry | 12.2 | 16.1 |
| Quarrying; stone, clay and glass products | 11.4 | 20.7 |
| Wood industry | 14.1 | 21.5 |
| Manufacture of pulp, paper and paper products | 13.6 | 13.0 |
| Printing and allied industries | 15.2 | 17.6 |
| Food manufacturing industries | 10.4 | 12.4 |
| Beverage and tobacco industries | 10.9 | 12.3 |
| Textile industry | 13.8 | 12.0 |
| Leather, furs and rubber industries | 9.2 | 21.2 |
| Chemical industry | 14.4 | 18.7 |
| Building and construction | 19.7 | 24.7 |
| All industries | 14.9 | 18.2 |

Table 3:13, cont.
Job

| Family |  | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production (110) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | $\begin{aligned} & 12.9 \\ & 10.1 \end{aligned}$ | $\begin{array}{r} 11.1 \\ 9.7 \end{array}$ | $\begin{array}{r} 10.7 \\ 9.3 \end{array}$ | $\begin{aligned} & 13.8 \\ & 17.6 \end{aligned}$ |  |  |
| Work supervision, general (120) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ |  |  | $\begin{aligned} & 13.5 \\ & 16.0 \end{aligned}$ | $\begin{aligned} & 18.8 \\ & 17.1 \end{aligned}$ |  |  |
| Work supervision, building and construction work (130) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ |  |  |  | 16.0 18.7 | 30.2 38.6 | 38.7 55.6 |
| Mathematical work (200) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 13.3 6.3 | 5.3 3.8 | 8.1 8.3 | 13.8 13.7 | 23.2 39.8 |  |
| Laboratory work $(210)$ | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 14.2 4.2 | 7.7 6.4 | 10.0 12.1 | 12.8 15.2 | 19.9 3.4 | 24.7 4.5 |
| Mechanical and electrical design (310) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 14.7 11.0 | 9.7 7.6 | 9.4 7.6 | 14.7 15.7 | 20.4 31.9 | 26.6 52.5 |
| Productivity engineering (400) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 20.9 7.0 | 12.5 6.9 | 12.8 14.2 | 20.7 27.1 | 24.2 43.3 |  |
| Technical instruction and technical service (470) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ |  | 9.9 8.0 | 10.8 12.7 | 15.2 22.1 | 20.7 43.3 |  |
| Other internal technical work (490) | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 16.9 5.1 | 7.8 4.0 | 9.6 6.5 | 15.3 14.8 |  |  |
| All <br> families | $\begin{aligned} & \mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 63) \\ & \mathrm{B} 64 /(\mathrm{B} 64+\mathrm{P} 64) \end{aligned}$ | 14.2 8.8 | 9.8 7.7 | 10.6 9.7 | 15.0 17.3 | 22.2 34.9 | $\begin{aligned} & 28.3 \\ & 51.6 \end{aligned}$ |

L63 = Leavers 1963
$\begin{array}{ll}\text { P63 }=\text { Pairs 1963/64, observed } 1963 & \text { L63: 4 } 124 \\ \text { P64 } & \text { Pairs } 1963 / 64,\end{array}$
P64 = Pairs 1963/64, observed $1964 \quad$ P63: 23500
B64 = Beginners 1964
P64: 23283
B64: 5188
Note: All Pairs 1964 differ from all Pairs 1963 because 217 engineers have moved to jobs not covered by the sample. Most of the 217 engineers were high school engineers employed in Engineering works and in Manufacture of electrical equipment in cost of living area 5. 74

Table 3:14. Leaving rates and employment rates by education in 1963 and 1964

|  | and 1964 |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Education | Number of employees | Rates (\%) |  |  |
|  | L63 864 | B64 | L63/(L63+P64) | B64/(B64+P64) |

Degree in
engineerin

| engineering | 689 | 4414 | 802 | 13.5 | 15.4 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Certificate
in engineer-

| ing I | 1918 | 10780 | 2535 | 15.1 | 19.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Certificate
in engineer-

| ing II | 2867 | 15543 | 3535 | 15.6 | 18.5 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Degree in
business \&

| economics | 181 | 744 | 183 | 19.6 | 19.7 |
| :--- | ---: | ---: | ---: | :--- | :--- |
| Certificate in <br> commerce | 495 | 2282 | 579 | 17.8 | 20.2 |
| Degree in <br> social work | 11 | 34 | 17 | 24.4 | 33.3 |
| Degree in <br> science | 28 | 242 | 57 | 10.4 | 19.1 |
| Degree in law <br> or in the <br> social sciences | 26 | 67 | 10 | 28.0 | 13.0 |
| Other acade- <br> mic degrees | 37 | 220 | 54 | 14.4 | 19.7 |
| All educational <br> qualifications 6 | 252 | 34 | 326 | 7772 | 15.4 |



Table 3:15. Ranking of job families by turnover rate Least turnover $=$ rank 1

| Family | Level |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of <br> production (110) | 4 | 4 | 2 | 3 |  |  |
| Work supervision <br> $(120,130)$ |  |  | 7 | 6 | 6 | 4 |
| Mathematical and <br> laboratory work <br> (200, 210) | 2 | 1 | 3 | 2 | 4 | 1 |
| Design engineering <br> (310, 315, 330) | 5 | 2 | 1 | 4 | 3 | 2 |
| Other technical work <br> (400, 405, 410, 440, | 1 | 3 | 4 | 5 | 5 |  |
| 450, 470, 480, 490) | 1 |  |  |  |  |  |
| Personnel work <br> (780) | 7 | 7 | 5 | 1 |  |  |
| Commercial work <br> (810, 820, 840, | 6 | 6 | 8 | 7 | 1 |  |
| $850,860,870)$ |  |  |  |  |  |  |
| Financial and <br> office work (900, | $310,940,945,960)$ | 3 | 5 | 6 | 8 | 2 |

Note: Turnover rate is defined as the smallest of the ratios $\mathrm{L} 63 /(\mathrm{L} 63+\mathrm{P} 64)$ and B64/(B64+P64).

## CHAPTER 4

## AGE-EARNINGS PROFILES BY EDUCATION

### 4.1 INTRODUCTION AND SUMMARY

The purpose of this chapter is to develop a statistical framework for investigation of age-earnings profiles. A model is derived from a simple representation of individual earnings as the sum of initial earnings and accumulated yearly increases. Initial earnings are also assumed to change from one year to another. By the application of different constraints to the changes in earnings various models of ageearnings profiles can be obtained. In this chapter a fairly simple model is applied to salary data from Swedish industry. The estimates obtained are used to compare salary differences between employees with different educational qualifications by means of estimated profiles, lifetime salaries and relative rates of return for education.

A similar work was done by Fase in his interesting study from 1969. He assumed that the distribution of individual incomes at each age can be described by a lognormal function which varies systematically with age. An individual is supposed to start his career at the age of s years. The initial salary of an individual syears old is drawn from a lognormal distribution with parameters which in principle depend on s . A systematic effect and a random disturbance contribute to the annual change in log income. Income is supposed to increase up to a certain age and then decrease by the same rate. The annual rate of increase depends linearly on age, being the largest at s and declining with age. The random disturbance is obtained from a normal distribution. Because the random components of the model are assumed to follow a specific family of distributions, Fase is able to use maximum likelihood methods to estimate the unknown parameters. These are the change in rate of increase of income (i.e. the slope in the linear function of age), the age when income reaches a maximum, the expected initial log income, the variance of initial log incomes and the variance of the random disturbance to income increases.

Although there are great similarities between Fase's study and the present study there are also distinct differences. Fase does not distinguish between cross section profiles and cohort profiles. He applies his model to cross sections. In this study the distinction between the two profiles and also the relation between them are essential. The model developed below is applied to pooled cross sections covering between ten and twenty years. Fase's assumption that the rate of increase in salary is a de-
creasing linear function of age is an approximation too crude for some applications. Our model is more flexible on this point. Furthermore, a distinction is made in this study between physical age and the time spent in the labour market, referred to as active age. Fase's model only has the physical age dimension, and in his derivation of an estimation method he assumes that s, i.e. the age at which an individual joins the labour market, is constant. This assumption is rarely satisfied in applications. Fase's explicit assumption about a normal distribution formally allows rather precise statements about estimates and about quantities derived from the estimates as for instance lifetime salaries. Similar precise statements could be made with the model in the present study if the same assumptions about normality were adopted. The realism of this is not commonly accepted, however, and as it is not necessary to specify a particular distribution to obtain estimates the general strategy is not to do so. (There is one exception in section 4.3.5.) For the same reason least squares estimation is used instead of maximum likelihood estimation.

### 4.2 A FORMAL REPRESENTATION OF AN INDIVIDUAL EARNINGS PATH

Consider a group of n persons at time T . For the moment only the following characteristic of the group will be defined. There are $n_{0}$ individuals who obtain employment at time $0, n_{1}$ at time 1 , and so forth.

$$
\begin{equation*}
n=\sum_{t=0}^{T} n_{t} \tag{4:1}
\end{equation*}
$$

The first subgroup has, with possible interruptions, been on the labour market for T time periods, the second group for $\mathrm{T}-1$ periods and so forth. The number of years which have elapsed since a person first obtained employment is called his active age below. For the moment we will only assume that it is possible to determine the active age for each individual, without specifying how this could be done.

The notation for time is chosen by convenience. Time 0 is just a reference point which may be substituted for any convenient calendar time.

The initial salary for one of those who started work at $\mathrm{t}=0$ can be defined as

$$
\begin{equation*}
\exp \left[\alpha+\mathrm{e}_{0 \mathrm{i}}\right] ; \quad \mathrm{i}=1, \ldots, \mathrm{n}_{0} \tag{4:2}
\end{equation*}
$$

when $\mathrm{e}_{0 \mathrm{i}}$ is defined ${ }^{\star}$ in such a way that
$\sum_{i=1}^{n_{0}} e_{0 i}=0 ;$

[^16]This definition implies that $\exp [\alpha]$ can be interpreted as the (geometrical) average ${ }^{\star}$ initial saiary of the $n_{0}$ persons and $\exp \left[e_{0 i}\right]$ as the deviation from the average of individual i.

This average initial salary changes by

$$
\begin{equation*}
\left(\exp \left[\beta_{\mathrm{t}}\right]-1\right) 100 ; \quad \mathrm{t}=1, \ldots, \mathrm{~T} \tag{4:4}
\end{equation*}
$$

per cent from time $t-1$ to time $t$.
The average initial salary of a subgroup of individuals, who started work at time b, can be written as

$$
\begin{equation*}
\exp \left[\alpha+\sum_{t=1}^{\mathrm{b}} \beta_{\mathrm{t}}\right] ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} \tag{4:5}
\end{equation*}
$$

and the initial salary of an individual belonging to the group is

$$
\begin{equation*}
\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{b}} \beta_{\mathrm{t}}+\mathrm{e}_{\mathrm{bi}}\right] ; \quad \mathrm{b}=1, \ldots, \mathrm{~T}, \quad \mathrm{i}=1, \ldots, \mathrm{n}_{\mathrm{b}} \tag{4:6}
\end{equation*}
$$

$\exp \left[\mathrm{e}_{\mathrm{bi}}\right]$ is individual i 's deviation from the average. By definition these deviations obey the constraint

$$
\begin{equation*}
\sum_{i=1}^{n_{b}} e_{b i}=0 ; \quad b=1, \ldots, T \tag{4:7}
\end{equation*}
$$

The average salary of those who started work at time $b$ changes from time period to time period. The average change from $t-1$ to $t$ is

$$
\begin{equation*}
\left(\exp \left[\gamma_{\mathrm{tb}}\right]-1\right) 100 ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} . \quad \mathrm{t}=\mathrm{b}+1, \ldots, \mathrm{~T} \tag{4:8}
\end{equation*}
$$

per cent, and the change in the $i$-th individual is defined as

$$
\begin{equation*}
\left(\exp \left[\gamma_{\mathrm{tb}}+\mathrm{u}_{\mathrm{tbi}}\right]-1\right) 100 ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} . \quad \mathrm{t}=\mathrm{b}+1, \ldots, \mathrm{~T} . \quad \mathrm{i}=1, \ldots, \mathrm{n}_{\mathrm{b}} \tag{4:9}
\end{equation*}
$$

per cent. Again, by definition, the sum of all individual deviations from the average equals zero.

$$
\begin{equation*}
\sum_{\mathrm{i}=1}^{\mathrm{n}_{\mathrm{b}}} \mathrm{u}_{\mathrm{tbi}}=0 ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} . \quad \mathrm{t}=\mathrm{b}+1, \ldots, \mathrm{~T} \tag{4:10}
\end{equation*}
$$

The average salary at time T for those who obtained employment at time b is then

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tb}}=\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{b}} \beta_{\mathrm{t}}+\sum_{\mathrm{t}=\mathrm{t}+1}^{\mathrm{T}} \gamma_{\mathrm{tb}}\right] ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} \tag{4:11}
\end{equation*}
$$

[^17]The full stop in the expression $\mathrm{L}_{\mathrm{Tb}}$. indicates an average. The corresponding individual salary is

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tbi}}=\mathrm{L}_{\mathrm{Tb}} \cdot \exp \left[\mathrm{e}_{\mathrm{bi}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \mathrm{u}_{\mathrm{tbi}}\right] ; \quad \mathrm{b}=1, \ldots, \mathrm{~T} . \quad \mathrm{i}=1, \ldots, \mathrm{n}_{\mathrm{b}} \tag{4:12}
\end{equation*}
$$

This representation of the individual salary growth is summarized in table 4:1. It should perhaps be emphasized that the scheme presented is not a model of individual salary growth, it is only a formal framework which can be used to represent any salary path for any group of individuals. In the following it will be used as a starting point for model building, and this is of course the purpose of presenting this particular scheme.

Before work on the model begins in section 4.3 it may be useful to carry out some preliminary exercises to examine some properties of this formal representation.

A row in the table represents a cohort profile while the last column represents a complete cross section profile. A typical element in an average cohort profile is thus given by expression (4:11) for a given $\mathrm{b}=\mathrm{b}_{\mathrm{o}}$ and any T in an interval determined by $b_{0}$ and the maximum active age. Suppose for the sake of simplicity that there is a maximum active age independent of time, say $(T-b)_{\max }$. The interval is then $\mathrm{b}_{\mathrm{o}} \leqslant \mathrm{T} \leqslant \mathrm{b}_{\mathrm{o}}+(\mathrm{T}-\mathrm{b})_{\max }$. The average cohort profile is

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tb} \mathrm{o}^{\cdot}}=\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{b}} \beta_{\mathrm{t}}+\sum_{\mathrm{t}=\mathrm{b}_{\mathrm{o}}+1}^{\mathrm{T}} \gamma_{\mathrm{tb}}{ }_{\mathrm{o}}\right] \tag{4:13}
\end{equation*}
$$

Individual cohort profiles are obtained analogously. A typical element in an average cross section profile is obtained from the same expression (4:11) for a given $\mathrm{T}=\mathrm{T}_{\mathrm{O}}$ and any b in the interval $\mathrm{T}_{\mathrm{O}}-(\mathrm{T}-\mathrm{b})_{\max } \leqslant \mathrm{b} \leqslant \mathrm{T}_{\mathrm{o}}$.

$$
\begin{equation*}
L_{T_{o} b .}=\exp \left[\alpha+\sum_{t=1}^{b} \beta_{t}+\sum_{t=b+1}^{T_{0}} \gamma_{t b}\right]=\exp \left[\alpha+\sum_{t=1}^{T_{o}} \beta_{t}+\sum_{t=b+1}^{T_{o}}\left(\gamma_{t b}-\beta_{t}\right)\right] \tag{4:14}
\end{equation*}
$$

As cross section profiles involve comparisons between individuals, it is not meaningful to define an individual cross section profile.

The two expressions $(4: 13)$ and ( $4: 14$ ) reveal that the shape of a cohort profile is determined by the increments $\gamma_{\mathrm{tb}}$ while the shape of a cross section profile is determined by the differences $\left(\gamma_{\mathrm{tb}}-\beta_{\mathrm{t}}\right)$. Provided that $\gamma_{\mathrm{tb}}$ and $\beta_{\mathrm{t}}$ are greater than zero the slope of the cohort profile will thus be steeper than the slope of a cross section profile (see figure 1:1) and if the difference $\left(\gamma_{\mathrm{tb}}-\beta_{\mathrm{t}}\right)$ is negative the cross section profile will decrease with increasing active age ( $\mathrm{T}_{0}-\mathrm{b}$ ).

Table 4:1. Earnings paths for individuals with different periods of entry

| Period of entry | Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | T |
| 0 | $\exp \left[\alpha+\mathrm{e}_{0 \mathrm{i}}\right] ;$ | $\exp \left[\alpha+\mathrm{e}_{0, \mathrm{i}}+\boldsymbol{\gamma}_{10}+\mathrm{u}_{10 \mathrm{i}}\right] ;$ | $\exp \left[\alpha+\mathrm{e}_{0, \mathrm{i}}+\sum_{\mathrm{t}=1}^{2}\left(\gamma_{\mathrm{t} 0}+\mathrm{u}_{\mathrm{t} 0 \mathrm{i}}\right)\right]$ | $\exp \left[\alpha+\mathrm{e}_{0 \mathrm{i}}+\sum_{\mathrm{t}=1}^{\mathrm{T}}\left(\gamma_{\mathrm{t} 0}+\mathrm{u}_{\mathrm{t} 0 \mathrm{i}}\right)\right]$ |
| 1 |  | $\exp \left[\alpha+\beta_{1}+\mathrm{e}_{1 \mathrm{i}}\right]$ | $\exp \left[\alpha+\beta_{1}+\mathrm{e}_{1 \mathrm{i}}+\gamma_{21}+\mathrm{u}_{21 \mathrm{i}}\right]$ | $\exp \left[\alpha+\beta_{1}+e_{1 i}+\sum_{\mathrm{t}=2}^{\mathrm{T}}\left(\gamma_{\mathrm{t} 1}+\mathrm{u}_{\mathrm{t} 1 \mathrm{i}}\right)\right]$ |
| 2 |  |  | $\exp \left[\alpha+\sum_{\mathrm{t}=1}^{2} \beta_{\mathrm{t}}+\mathrm{e}_{2 \mathrm{i}}\right]$ | $\exp \left[\alpha+\sum_{t=1}^{2} \beta_{t}+e_{2 i}+\sum_{t=3}^{T}\left(\gamma_{t 2}+u_{t 2 i}\right)\right] ;$ |
| - |  |  |  | . . . . . . . . . . . |
| T-1 |  |  |  | $\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{T}-1} \beta_{\mathrm{t}}+\mathrm{e}_{(\mathrm{T}-1) \mathrm{i}}+\gamma_{\mathrm{T}(\mathrm{~T}-1)}+\mathrm{u}_{\mathrm{T}(\mathrm{~T}-1)}\right.$ |
| T |  |  |  | $\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{T}} \beta_{\mathrm{t}}+\mathrm{e}_{\mathrm{Tti}}\right]$ |

Both profiles can be used to calculate lifetime salaries. The calculations can be made in many ways, but the following definitions are chosen. From the cohort profile (4:13) a sum of average salaries is obtained

$$
\begin{equation*}
\mathrm{S}_{\mathrm{co}}=\sum_{\mathrm{T}=\mathrm{b}_{\mathrm{o}}}^{\mathrm{b}_{\mathrm{o}}+(\mathrm{T}-\mathrm{b})_{\max }} \mathrm{L}_{\mathrm{Tb}_{\mathrm{o}} .} \tag{4:15}
\end{equation*}
$$

and similar from the cross section profile (4:14)

$$
\begin{equation*}
\mathrm{S}_{\mathrm{cr}}=\sum_{\mathrm{b}=\mathrm{T}_{\mathrm{o}}-(\mathrm{T}-\mathrm{b})_{\max }^{\mathrm{T}_{\mathrm{o}}}}^{\mathrm{L}_{\mathrm{T}} \mathrm{~b} \cdot ;} \tag{4:16}
\end{equation*}
$$

An individual lifetime salary can be defined by analogy to (4:15), while there is no individual cross section lifetime salary as no individual cross section profile is defined.

The formal representation can be applied to earnings data in both current and constant prices. To see this, assume that the percentage change in the average prict level between $\mathrm{t}-1$ and t , measured by some convenient index is

$$
\begin{equation*}
\left(\exp \left[\pi_{\mathrm{t}}\right]-1\right) 100 ; \quad \mathrm{t}=1, \ldots, \mathrm{~T} \tag{4:17}
\end{equation*}
$$

If the deflated salary is denoted $L^{R}$ and nominal salary $L^{N}$, we obtain

$$
\begin{equation*}
L_{T b}^{R}=L_{T b}^{N} \cdot \exp \left[-\sum_{t=1}^{T} \pi_{t}\right]=\exp \left[\alpha+\sum_{t=1}^{\mathrm{b}}\left(\beta_{t}-\pi_{t}\right)+\sum_{t=b+1}^{T}\left(\gamma_{t b}-\pi_{t}\right)\right] \tag{4:18}
\end{equation*}
$$

In $(4: 18)$ time period 0 is the base. The average real increases in initial salary are thus $\left(\beta_{t}-\pi_{\mathrm{t}}\right)$ and the average real increases for a cohort b are $\left(\gamma_{\mathrm{tb}}-\pi_{\mathrm{t}}\right)$. For a given $b$ the expression (4:18) determines a cohort profile in constant prices. The agedependent increments in an average cross section profile are of course independent of $\pi_{t}$ while the starting point of the profile $\mathrm{L}_{\mathrm{T}_{\mathrm{o}}} \mathrm{T}_{\mathrm{o}}$ is not.

$$
\begin{equation*}
\mathrm{L}_{\mathrm{T}_{\mathrm{o}} \mathrm{~b} \cdot}^{\mathrm{R}}=\exp \left[\alpha+\sum_{\mathrm{t}=1}^{\mathrm{T}_{\mathrm{o}}}\left(\beta_{\mathrm{t}}-\pi_{\mathrm{t}}\right)+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}_{\mathrm{o}}}\left(\gamma_{\mathrm{tb}}-\beta_{\mathrm{t}}\right)\right] \tag{4:19}
\end{equation*}
$$

The exercise above shows how average increments obtained from data in curren prices can be transformed to increments from data in constant prices. We will return to this topic.

### 4.3 MODELS OF AGE-EARNINGS PROFILES

The formal representation will now be used for model building. More or less restrictive assumptions are imposed on the average increments $\beta_{\mathrm{t}}$ and $\gamma_{\mathrm{tb}}$ and the models are built up directly for application to average earnings (salaries) and not to individual earnings (salaries). The main reason for this approach is the difficulty of working with the large amount of individual data required. The assumptions used which are sometimes rather crude may also be more justified for averages than for individuals. The general strategy is firstly to discuss the non-stochastic properties of all model variants and then to discuss the stochastic properties. To introduce some general ideas a "prototype» model is first presented. It is then extended to a more general model and different variants of this model are formulated. As the model is constructed for application to average salaries the stochastic component of the model is also related to an average salary. In specifying the properties of the stochastic component we regard it as a sample average of individual deviations from the non-stochastic part of the model.

The time period used is a year. This is necessary because the data sources available only provide yearly observations, but it is also a natural periodization because negotiations and salary revisions are usually carried out on an annual (or multiannual) basis.

### 4.3.1 A prototype model with salary increases dependent on active age

The increments $\beta_{\mathrm{t}}$ of the average initial salary are now assumed constant except for a random disturbance. The average initial logarithmic salary $\ln L_{b b}$. is treated as a stochastic variable

$$
\begin{equation*}
\ln \mathrm{L}_{\mathrm{bb} .}=\alpha+\beta \mathrm{b}+\epsilon_{\mathrm{b}} ; \quad \mathrm{b}=0, \ldots, \tag{4:20}
\end{equation*}
$$

where $\alpha$ and $\beta$ are constants and $\epsilon_{\mathrm{b}}$ a stochastic variable with expectation zero.
In section 4.2 the sub-indexes $t$ and $b$ were attached to the average increments $\gamma$ to show that they depend both on calendar time and on cohort. The dependence on calendar time should not be taken to mean that $\gamma_{\mathrm{tb}}$ follows a simple trend, but rather that $\gamma_{\mathrm{tb}}$ depends on other factors which have a unique effect on the salary changes each year. Examples are effects due to changes of supply and demand and to negotiations. These effects will be treated more extensively later on.

It is commonly accepted that salary increases are obtained as a result of the experience gained. Investment in training (on-the-job training) increases the marginal productivity and also earnings of an employee. But training takes time and therefore it is natural to assume that the increases $\gamma_{\mathrm{tb}}$ are a function of active age $(\mathrm{t}-\mathrm{b})$.

Although investment in training may take place over the whole range of active age it is mainly done immediately after entry into the labour market. During the training period marginal productivity is low and increases in earnings are thus rather low during the very first years on the labour market but then become higher as experience is gained. ${ }^{\star}$ When investment later decreases, the increase in marginal productivity and earnings diminishes. The earnings profile would assume the general shape indicated by the curve TT in figure $4: 1$ which is a reproduction of figure 1 in Becker [1962]. UU represents the profile with no training. ( $\mathrm{T}^{\prime} \mathrm{T}^{\prime}$ is a more extreme case than TT with a training period limited to a few years.)

Differences in school education also have effects on the age-earnings profile, because more on-the-job training is usually given to those who have more schooling. When studying educational groups, earnings profiles of high school educated employees will then be flatter than profiles of employees with a university degree. (Mincer [1958] p. 292 has empirically found ... »that earnings are not only higher but also increase more rapidly with age (or decline more slowly after the peak of earnings is reached) in the more highly trained groups than in the less trained ones.»)

For the moment $\gamma_{\mathrm{tb}}$ is assumed to vary systematically with active age only. (A more complex explanation of $\gamma_{\mathrm{tb}}$ is introduced later.)

$$
\begin{align*}
& \gamma_{\mathrm{tb}}=\mathrm{F}(\mathrm{t}-\mathrm{b})+\vartheta_{\mathrm{tb}}  \tag{4:21}\\
& \mathrm{E}\left(\vartheta_{\mathrm{tb}}\right)=0 \tag{4:22}
\end{align*}
$$



[^18]Although we have an idea about the shape of the function $F$ it may be difficult to find a functional form with parameters which can easily be interpreted and also give a good fit. ${ }^{\star}$ For this reason the range is divided into c intervals with the limits $\mathrm{A}_{0}, \mathrm{~A}_{1}, \ldots, \mathrm{~A}_{\mathrm{c}}$ and the function F is approximated by a function which is constant within each interval. The constant values of the intervals of this function, $\gamma_{i}$, $\mathrm{i}=1, \ldots, \mathrm{c}$, can be estimated from the data. With these assumptions and with assumptions (4:20) and (4:21), (4:11) can be rewritten as a polygon

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tb} .}=\exp \left[\alpha+\beta \mathrm{b}+\sum_{\mathrm{i}=1}^{\mathrm{c}} \gamma_{i} \mathrm{D}_{i}^{\prime}+\epsilon_{\mathrm{b}}+\sum_{t=b+1}^{T} \vartheta_{t b}\right] \tag{4:23}
\end{equation*}
$$

where $D_{i}^{\prime}$ is the time spent in active age class i or ${ }^{\star \star}$

$$
D_{i}^{\prime}=\left\{\begin{array}{lc}
0 & T-b<A_{i-1}  \tag{4:24}\\
(T-b)-A_{i-1} & \text { if } A_{i-1} \leqslant T-b \leqslant A ; \\
A_{i}-A_{i-1} & A_{i}<T-b
\end{array}\right.
$$

and where

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{\mathrm{b}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tb}}\right)=0 \tag{4:25}
\end{equation*}
$$

Table 4:2 may help to explain the notation more fully. It is similar to table 4:1 except that individual as well as stochastic components are omitted. The table is drawn up under the assumption that $\mathrm{A}_{0}=0$ and $\mathrm{A}_{1}=2$. Also in this table a cohort profile is obtained from a row, while a cross section profile is obtained from a column.

For a given $\mathrm{b},(4: 23)$ is the expression for an average cohort profile. From the definition of $\mathrm{D}_{\mathrm{i}}^{\prime}$ it follows that

$$
\begin{equation*}
\mathrm{b}=\mathrm{T}-\sum_{\mathrm{i}=1}^{\mathrm{c}} \mathrm{D}_{\mathrm{i}}^{\prime} \tag{4:26}
\end{equation*}
$$

For a certain $T=T_{\mathrm{O}}$ substitution of (4:26) into (4:23) gives the expression for a cross section profile

$$
\begin{equation*}
\mathrm{L}_{\mathrm{T}_{\mathrm{o}} \mathrm{~b} .}=\exp \left[\alpha+\beta \mathrm{T}_{\mathrm{o}}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}-\beta\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\epsilon_{\mathrm{b}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}_{\mathrm{o}}} \vartheta_{\mathrm{tb}}\right] \tag{4:27}
\end{equation*}
$$

* Fase [1969] used a linear function with a negative slope (see for instance Fase [1969] figure 4, p. 15) and the Swedish Employers' Confederation uses the function $\mathrm{L}_{\mathrm{Tb}}=\exp \left[\mathrm{a}_{0}+\mathrm{a}_{1} \frac{1}{\mathrm{~T}-\mathrm{b}}+\ldots+\mathrm{a}_{\mathrm{n}} \frac{1}{(\mathrm{~T}-\mathrm{b})^{\mathrm{n}}}\right] ;(\operatorname{SAF}[1969])$.
** For later use the notation $D_{i}^{\prime}$ is preferred to $D_{i}$.

Table 4:2. Expected logarithmic cohort and cross section profiles generated by the prototype model $\left[\mathrm{E}\left(\ln _{\mathrm{Tb}}.\right)\right]$

| Year of entry (b) | Time (t) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | $4 \ldots$ | T |
| 0 | * | $\alpha+\gamma_{1}$ | $\alpha+2 \gamma_{1}$ | $\alpha+2 \gamma_{1}+\gamma_{2}$ | $\alpha+2 \gamma_{1}+2 \gamma_{2}$ | $\alpha+\sum_{\mathrm{i}=1}^{\mathrm{c}} \gamma_{\mathrm{i}} \mathrm{D}_{\mathrm{i}}^{\prime}$ |
| 1 |  | $\alpha+\beta$ | $\alpha+\beta+\gamma_{1}$ | $\alpha+\beta+2 \gamma_{1}$ | $\alpha+\beta+2 \gamma_{1}+\gamma_{2}$ | $\alpha+\beta+\sum_{i=1}^{\mathrm{c}} \gamma_{\mathrm{i}} \mathrm{D}_{\mathrm{i}}^{\prime}$ |
| 2 |  |  | $\alpha+2 \beta$ | $\alpha+2 \beta+\gamma_{1}$ | $\alpha+2 \beta+2 \gamma_{1}$ | $\alpha+2 \beta+\sum_{\mathrm{i}=1}^{\mathrm{c}} \gamma_{\mathrm{i}} \mathrm{D}_{\mathrm{i}}^{\prime}$ |
| 3 |  |  |  |  |  | . |
| . |  |  |  |  |  |  |
| . |  |  |  |  |  |  |
| - |  |  |  |  |  | . |
| . |  |  |  |  |  |  |
| T |  |  |  |  |  | $\alpha+\mathrm{T} \beta$ |

### 4.3.2 A model with salary increases dependent on active and physical age

If we keep active age constant, it is very likely that the remaining variability can partly be explained by physical age. The physical and mental ability of a young employee are usually higher than those of an old employee, and this should have an influence on marginal productivity and earnings in addition to experience. The rate of increase in earnings $\gamma_{\mathrm{tb}}$ should therefore also be a function, probably a decreasing one, of physical age. There are also other reasons which suggest that physical age is a strategic variable. The salary statistics produced by the Swedish Employers' Confederation (SAF) play an instrumental role in the salary setting process as described in section 4.2. As this data source gives information about average salaries in different age groups it strengthens the common practice of setting salaries according to a person's age in addition to other criteria. In conclusion the rate of increase in earnings should vary with calendar time, active age and physical age.

The introduction of physical age into the model demands a small change in notation. Those who were born in year $f$ and started work in year $b$ received the average initial salary $L_{b f b}$. and they will on average earn $L_{T f b}$. in year $T$. The average logarithmic initial salary deviates from its expected value by $\epsilon_{\mathrm{fb}}$ which is a stochastic variable with zero expectation. The rate of increase between $t-1$ and $t$ in the average salary is $\gamma_{\mathrm{tfb}}$. Our new assumptions about the rate of increase in earnings can formally be written

$$
\begin{align*}
& \gamma_{\mathrm{tfb}}=\mathrm{G}[(\mathrm{t}-\mathrm{b}),(\mathrm{t}-\mathrm{f})]+\vartheta_{\mathrm{tfb}} ;  \tag{4:28}\\
& \mathrm{E}\left(\vartheta_{\mathrm{tfb}}\right)=0 ; \tag{4:29}
\end{align*}
$$

There is no causal dependence between the rate of increase in earnings and active and physical age, but rather the ability to do a job, negotiation practice and other factors associated both with active and physical age. A specification of the function $G$ would properly require an investigation of these relationships, but the approach taken here is to postulate that the active age and the physical age effects are additive and, as before, to approximate $G$ by a step function. The limits of the physical age intervals are the same as those of the active age except for a suitably chosen constant: $A_{0}+C, A_{1}+C, \ldots, A_{c}+C$. There is thus a unique correspondence between an active age interval and a physical age interval. In analogy with $D_{i}^{\prime}$ a new variable $D_{i}^{\prime \prime}$ is defined for the time spent in physical age interval i.

$$
D_{i}^{\prime \prime}=\left\{\begin{array}{lr}
0 & (T-f)<A_{i-1}+C  \tag{4:30}\\
(T-f)-\left(A_{i-1}+C\right) & \text { if } C+A_{i-1} \leqslant(T-f) \leqslant A_{i}+C ; \\
A_{i}-A_{i-1} & C+A_{i}<(T-f) \quad i=1, \ldots, c .
\end{array}\right.
$$

In principle C is equal to the normal age of entry into the labour market, but in practice the normal (median) age of graduation is used as a proxy variable. $\mathrm{A}_{0}$ is usually equal to zero. With these specifications employees who enter the labour market at an age below the normal one are not included in the scheme. In order that this group should also be covered, we have to consider a physical age interval to the left of $A_{0}+C=C$. To this end a variable $D_{0}^{\prime \prime}$ is defined as ${ }^{\star}$

$$
D_{0}^{\prime \prime}=\left\{\begin{array}{lll}
(T-f)-\left(A_{0}+C\right) & & (T-f)<A_{0}+C  \tag{4:31}\\
0 & \text { if } & \\
0 & & (T-f) \geqslant A_{0}+C
\end{array}\right.
$$

The notation for the active age effect in interval i is now changed to $\gamma_{\mathrm{i}}^{\prime}$ and the physical age effect is denoted by $\gamma_{i}^{\prime \prime}$. The new model is now

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tfb}}=\exp \left[\alpha+\beta \mathrm{b}+\sum_{\mathrm{i}=1}^{c} \gamma_{\mathrm{i}}^{\prime} \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tbf}}\right] ; \tag{4:32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}\right)=0 \tag{4:33}
\end{equation*}
$$

The introduction of the new variable $\mathrm{D}_{\mathrm{i}}^{\prime \prime}$ implies that there is no longer one initial salary. The average salary of those who enter the labour market at an age younger than normal is reduced by $\gamma_{0}^{\prime \prime}$ for each year below the normal age, as $D_{0}^{\prime \prime}$ is negative. They thus obtain an initial salary smaller than $L_{b(b-C) b}=\exp [\alpha+\beta b]$ which is the initial salary for those who start work at the normal age. The initial salary for those who are older than normal is assumed to be higher than $L_{b(b-C) t}$. These relations are exemplified in table $4: 3$. It is built up under the assumption that the maximum divergence from the normal age of entry into the labour market is one year in either direction. The age intervals are made equal to one year. The salary path for those who start work at a normal age is found in the middle diagonal, for those who start one year late in the lower left diagonal and for those who start one year earlier than normal in the upper right diagonal.
From (4:26) and the following relation

$$
\begin{equation*}
\mathrm{T}=\mathrm{f}+\mathrm{C}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \mathrm{D}_{\mathrm{i}}^{\prime \prime} \tag{4:34}
\end{equation*}
$$

it follows that

[^19]Table 4:3. Expected logarithmic salary path of a labour market cohort (b) with three birth cohorts

| Physical age | Time |  |  |
| :---: | :---: | :---: | :---: |
|  | b | b + 1 | b +2 |
| c-1 | $a+\beta b-\gamma_{0}^{\prime \prime}$ |  |  |
| c | $\alpha+\beta \mathrm{b}$ | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}$ |  |
| $c+1$ | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime \prime}$ | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime}$ | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime}+\gamma_{2}^{\prime}$ |
| $c+2$ |  | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime}+\gamma_{2}^{\prime \prime}$ | $\alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime}+\gamma_{2}^{\prime}+\gamma_{2}^{\prime \prime}$ |
| $c+3$ |  |  | $\begin{aligned} & \alpha+\beta \mathrm{b}+\gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime}+\gamma_{2}^{\prime}+ \\ & +\gamma_{2}^{\prime \prime}+\gamma_{3}^{\prime \prime} \end{aligned}$ |
| $\cdot$ |  |  |  |
| - |  |  |  |

Table 4:4. Expected logarithmic salary path of a birth cohort with three labour market cohorts

| Active <br> age | Time |  |  |
| :--- | :--- | :--- | :--- |
| 0 | $\mathrm{f}+\mathrm{c}-1$ | $\mathrm{f}+\mathrm{c}$ | $\mathrm{f}+\mathrm{c}+1$ |
| 1 | $\alpha^{\prime}+\beta \mathrm{f}-\left(\gamma_{0}^{\prime \prime}+\beta\right)$ | $\alpha^{\prime}+\beta \mathrm{f}$ | $\alpha^{\prime}+\beta \mathrm{f}+\left(\gamma_{1}^{\prime \prime}+\beta\right)$ |
| 2 |  | $\alpha^{\prime}+\beta \mathrm{f}+\left(\gamma_{1}^{\prime}-\beta\right)$ | $\alpha^{\prime}+\beta \mathrm{f}+\left(\gamma_{1}^{\prime}-\beta\right)+\left(\gamma_{1}^{\prime \prime}+\beta\right)$ |
|  |  |  |  |
| $\cdot$ |  |  |  |
| $\cdot$ |  |  |  |

$$
\begin{equation*}
\mathrm{b}=\mathrm{f}+\mathrm{C}-\sum_{\mathrm{i}=1}^{\mathrm{c}} \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \mathrm{D}_{\mathrm{i}}^{\prime \prime} ; \tag{4:35}
\end{equation*}
$$

It is now easily seen that the model $(4: 32)$ can be given an alternative formulation

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tfb} .}=\exp \left[\alpha^{\prime}+\beta \mathrm{f}+\sum_{\mathrm{i}=1}^{\mathcal{G}}\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime \prime}+\beta\right) \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}\right] ; \tag{4:36}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{\prime}=\alpha+\beta C \tag{4:37}
\end{equation*}
$$

For a given b (4:32) is the expression for the salary paths of a labour market cohort. ${ }^{\star}$ As those who join the labour market in year $b$ do not all have to be of the same age, there may be more than one path. Analogously, there may be more than one path for each birth cohort. For a given $f,(4: 36)$ is the expression for the salary paths of a birth cohort. The first kinds of path are illustrated in table 4:3 and the second in table $4: 4$ and figure $4: 2$. There is just one cross section profile which corresponds to these two cohort profiles. It is obtained if $b$ in $(4: 32)$ is replaced by $(4: 26)$ or if $(4: 34)$ is solved for $f$ and substituted into (4:36). With the stochastic elements omitted the result, in logarithmic form, is

$$
\begin{equation*}
\mathrm{E}\left(\ln \mathrm{~L}_{\mathrm{T}_{\mathrm{o}} \mathrm{fb} .}\right)=\alpha+\beta \mathrm{T}_{\mathrm{o}}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime} ; \tag{4:38}
\end{equation*}
$$

From this expression it is clear that one cross section is enough to estimate the physical age effects. If the average increase in initial salary $\beta$ is known a priori it is also possible to estimate the active age effects, but if $\beta$ is not known one needs at least two cross sections.

The three expressions $(4: 32),(4: 36)$ and ( $4: 38$ ) reveal a certain assymetry between the increments $\gamma_{\mathrm{i}}^{\prime}$ and $\gamma_{\mathrm{i}}^{\prime \prime}$, which it is important to understand for a correct interpretation. Suppose we wish to follow the salary paths of a certain labour market cohort. The average salary increase for those who are in the active age interval i and the physical age interval j is $\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{j}}^{\prime \prime}$ from(4:32). Every birth cohort belonging to this labour market cohort obtains the same salary increase due to active age. $\gamma_{i}^{\prime}$ is thus the common salary increase for this labour market cohort. The increase due to physical age is not the same but depends on the birth cohort. $\gamma_{\mathrm{j}}^{\prime \prime}$ is thus a differentiated increase in addition to the common increase.

[^20]Figure 4:2. Salary paths of one birth cohort with three labour market cohorts

——Salary path of a combined birth and labour market cohort

- — - - Average physical age-earnings profille

Suppose now that we prefer instead to follow the salary paths of a given birth cohort. The total salary increase for the same combination of birth and labour market cohorts as above remains of course unchanged. From (4:36) we obtain that $\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right)+\left(\gamma_{\mathrm{j}}^{\prime \prime}+\beta\right)=\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{j}}^{\prime \prime}$. However, the common increase for all labour market cohorts of this birth cohort is now $\left(\gamma_{j}^{\prime \prime}+\beta\right)$, while the additional differentiated increase, differentiated by labour market cohort, is $\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right)$. We thus find that the common increase includes the average increase $\beta$, while the differentiated increase does not. To understand this we observe from the cross section ( $4: 38$ ) that $\beta$ can be interpreted not only as the average increase in initial salaries, but also as the average yearly shift in the cross section profile. $\beta$ can thus be interpreted as an increase in the general salary level neutral to active and physical age. As a matter of fact, this type of general increase is usually referred to in the literature as economic growth (see for instance Fase [1969]). If salaries are measured in current prices $\beta$ also includes a general price increase (see section 4.3.6). We may thus say that the model differentiates between three different components of salary increases. With reference to the human capital literature they may be interpreted as a general increase mainly due to economic growth and inflation, an increase due to experience and an increase due to labour productivity associated with physical age. Other interpretations are also possible. $\beta$ can for instance be seen as the sum of the average negotiated increase and the average salary drift, and ( $\gamma_{\mathrm{i}}^{\prime}-\beta$ ) as increases due to promotion.

### 4.3.3 A special case

To use active age as an independent variable is troublesome from the empirical point of view. Salary statistics do not usually contain information about active age. Is it then possible to replace active age by a proxy variable? For some academic groups it is possible to obtain data on when the members of the group received their certificates and degrees. In Sweden most graduate engineers, for instance, go into employment immediately after their studies are finished. Military service is usually done before or during the studies. In this case it seems reasonable to use the time which elapsed since examination as a proxy for active age. However, in most data sources not even this information is available, usually it is only possible to obtain data on birth date or age. What conditions have to be fulfilled to justify the age variable only? The age at which a person starts work is of course first of all determined by his birth date, but education, military service, illness and other personal matters also influence the time of first employment. This influence need not be the same every year. For instance, more and more students stay longer and longer in schools, colleges and universities. In spite of these difficulties it should be possible to handle the problem
by considering a group of employees with a conveniently narrow definition. As education seems to be the factor which produces most differentiation, it is natural to consider individuals with the same education,

Suppose now there is such a homogeneous group of employees that every member of the group started work at the same age, i.e.

$$
\begin{equation*}
\mathrm{b}-\mathrm{f}=\mathrm{C} \tag{4:39}
\end{equation*}
$$

From the definitions of the variables $D_{i}^{\prime}$ and $D_{i}^{\prime \prime}$ it then follows that

$$
\left\{\begin{array}{l}
D_{0}^{\prime \prime}=0  \tag{4:40}\\
D_{i}=D_{i}^{\prime}=D_{i}^{\prime \prime} ; \quad i=1, \ldots, c
\end{array}\right.
$$

for every observation. To refer to the example in table 4:3 or table 4:4, these assumptions imply that only the main diagonal in each table exists. Because of the exact multicollinearity between $\mathrm{D}_{\mathrm{i}}^{\prime}$ and $\mathrm{D}_{\mathrm{i}}^{\prime \prime}$ implied by these assumptions it is not possible to identify both the active and the physical age effects, but only their sum. ( $4: 40$ ) applied to ( $4: 32$ ) gives one formulation of the model in this special case.

$$
\begin{equation*}
\mathrm{L}_{\mathrm{T}(\mathrm{~b}-\mathrm{C}) \mathrm{b} \cdot}=\exp \left[\alpha+\beta \mathrm{b}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{i}}^{\prime \prime}\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\epsilon_{(\mathrm{b}-\mathrm{C}) \mathrm{b}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{t}(\mathrm{~b}-\mathrm{C}) \mathrm{b}}\right] \tag{4:41}
\end{equation*}
$$

This expression is nothing but the prototype model (4:23) with a slightly new notation. In the special case it is true that $\gamma_{\mathrm{i}}=\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{i}}^{\prime \prime}$. (4:40) applied to ( $4: 36$ ) gives another formulation,

$$
\begin{equation*}
\mathrm{L}_{\mathrm{Tf}(\mathrm{f}+\mathrm{C})}=\exp \left[\alpha^{\prime}+\beta \mathrm{f}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{i}}^{\prime \prime}\right) \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C})}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{rf}(\mathrm{f}+\mathrm{C})}\right] \tag{4:42}
\end{equation*}
$$

The first formulation is appropriate when data on active age are available and the second when data on physical age are available. There is of course also a cross section profile which is obtained from (4:38).

$$
\begin{equation*}
\mathrm{E}\left(\ln \mathrm{~L}_{\mathrm{T}_{\mathrm{o}}(\mathrm{~b}-\mathrm{C}) \mathrm{b} .}\right)=\mathrm{E}\left(\ln _{\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{f}+\mathrm{C}) .}\right)=\alpha+\beta \mathrm{T}_{\mathrm{o}}+\sum_{\mathrm{t}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{i}}^{\prime \prime}-\beta\right) \mathrm{D}_{\mathrm{i}} ; \tag{4:43}
\end{equation*}
$$

In this special case none of the parameters $\beta, \gamma_{\mathrm{i}}^{\prime}$ or $\gamma_{\mathrm{i}}^{\prime \prime}$ are identifiable in one cross section.

If the model formulated as $(4: 32)$ or $(4: 36)$ is true, then it is possible in the special case considered above to represent an active age-earnings profile by ( $4: 41$ ) and a physical age-earnings profile by ( $4: 42$ ), but in general it is not possible. An investigation of the properties of the estimates obtained when the
model ( $4: 42$ ) is applied to data which do not fulfil the condition (4:39) is reserved for section 4.3.5. To make this investigation it is necessary first to specify the stochastic properties of the model.

### 4.3.4 Stochastic properties of the model

As the model is applied to average salaries our primary interest is the stochastic properties of the deviation between the average and the expected salary as obtained from (4:32),

$$
\begin{equation*}
\ln \mathrm{L}_{\mathrm{Tfb}}-\mathrm{E}\left(\ln \mathrm{~L}_{\mathrm{Tfb}}\right)=\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}} \tag{4:44}
\end{equation*}
$$

but in order to obtain realistic assumptions we will investigate how these average deviations are built up of individual deviations from the expected salary.

Individual salaries in a cohort are now treated as realisations of a random process. The expected value of logarithmic individual salaries is given by the non-stochastic parts of the index in $(4: 32)$ or $(4: 36)$. The deviation of an individual logarithmic initial salary from its expectation is denoted by $\epsilon_{\mathrm{fbi}}$. As before $f$ stands for birth year, $b$ for the year when the i-th individual joined the labour market and i for the i -th individual. It is assumed that

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{\mathrm{fbi}} \mid \mathrm{f}, \mathrm{~b}\right)=0 ; \quad \text { for all } \mathrm{f} \text { and } \mathrm{b} \tag{4:45}
\end{equation*}
$$

The mean deviation of $n_{b f b}$ observations is denoted

$$
\begin{equation*}
\bar{\epsilon}_{\mathrm{fb} i}=\epsilon_{\mathrm{fb}} ; \tag{4:46}
\end{equation*}
$$

From (4:45) it follows that

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{\mathrm{fb}}\right)=0 \tag{4:47}
\end{equation*}
$$

The assumptions about second order moments are

$$
\mathrm{E}\left(\epsilon_{\mathrm{fbi}} \epsilon_{\mathrm{FBI}}\right)=\left\{\begin{array}{ll}
\sigma^{2} & \text { if } \mathrm{f}=\mathrm{F} \text { and } \mathrm{b}=\mathrm{B} \text { and } \mathrm{i}=\mathrm{I}  \tag{4:48}\\
0 & \text { otherwise }
\end{array} ;\right.
$$

The variance of $\epsilon_{\mathrm{fbi}}$ is thus assumed to be constant and independent of when a job is first taken. Alternatively one might assume that the variance increases with time, but there is no strong support for this hypothesis. The assumptions
of no correlation between individuals, no correlation between birth cohorts and no attocorrelation are made for convenience. From these assumptions it follows that

$$
\begin{equation*}
\operatorname{Var}\left(\epsilon_{\mathrm{fb}}\right)=\frac{\sigma^{2}}{\mathrm{n}_{\mathrm{b} f \mathrm{~b}}} \tag{4:49}
\end{equation*}
$$

As the number of young people with the selected educational qualifications entering the labour market has increased during the sample period (table 4:5) the assumption of a constant variance of individual initial salaries implies that the variance $(4: 49)$ has decreased. The assumptions made also imply that there is a negative correlation between consecutive average increases in initial salary. If the following definition is introduced

$$
\begin{equation*}
\epsilon_{\mathrm{b}}=\frac{\sum_{\mathrm{f}} \mathrm{n}_{\mathrm{bfb}} \epsilon_{\mathrm{fb}}}{\sum_{\mathrm{f}} \mathrm{n}_{\mathrm{bfb}}} \tag{4:50}
\end{equation*}
$$

it is easy to show that

$$
\begin{equation*}
\mathrm{E}\left(\epsilon_{\mathrm{b}+1}-\epsilon_{\mathrm{b}}\right)\left(\epsilon_{\mathrm{b}}-\epsilon_{\mathrm{b}-1}\right)=-\frac{\sigma^{2}}{\sum_{\mathrm{f}} \mathrm{~m}_{\mathrm{b} f \mathrm{~b}}} \tag{4:51}
\end{equation*}
$$

This is probably a plausible property.

We also consider individual salary increases as random variables with the same expected values as those given by the step function introduced as an approximation to the function $G$ in $(4: 28)$. The increase from year $t-1$ to $t$

Table 4:5. Number of young employees in 1954, 1956 and 1969

| Educational qualifications | Age interval |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -21 |  |  | -25 |  |  |
|  | 1954 | 1956 | 1969 | 1954 | 1956 | 1969 |
| University degrees |  |  |  |  |  |  |
| Engineering |  |  |  | 33 | 78 | 155 |
| Business \& economics |  |  |  | 13 | 11 | 79 |
| Science |  |  |  | - | 6 | 12 |
| High school certificates |  |  |  |  |  |  |
| Engineering I | 14 | 60 | 205 |  |  |  |
| Engineering II | 20 | 63 | 76 |  |  |  |
| Commerce | - | 31 | 167 |  |  |  |

received by the i-th individual, who was born in year f and joined the labour market in year b , deviates from its expected value by $\vartheta_{\text {tfbi }}{ }^{\star}$ The assumptions made about this random variable are

$$
\begin{align*}
& E\left(\vartheta_{\mathrm{tfbi}} \mid t, f, b\right)=0 ; \quad \text { for } a l l t, f \text { and } b .  \tag{4:52}\\
& E\left(\vartheta_{\mathrm{tfbi}} \vartheta_{\mathrm{TFBI}} \mid f, b\right)=\left\{\begin{array}{ll}
\sigma^{2}(t-b)(t-f) & \text { if } t=T \text { and } i=I \\
0 & \text { if } t \neq T \text { or } i \neq I
\end{array} ;\right.  \tag{4:53}\\
& E\left(\vartheta_{\mathrm{tfbi}} \vartheta_{\mathrm{TFBI}}\right)=0 ; \quad \text { if } b \neq B \text { and } / \text { or } f \neq F
\end{align*}
$$

(4:52) gives

$$
\begin{equation*}
\mathrm{E}\left(\vartheta_{\mathrm{tfb}}\right)=0 ; \tag{4:54}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}\right)=0 \tag{4:55}
\end{equation*}
$$

What has already been stated as an assumption in (4:33) namely that the expected value of $(4: 44)$ is zero follows now from ( $4: 47$ ) and ( $4: 45$ ).

According to (4:53) the variance of the salary increases for a given birth and labour market cohort depends on active and physical age but not on the cohort, i.e. the variance of a certain combination of active and physical age is the same independently of calender year. Fase [1969] makes an even stronger assumption, namely that the variance is constant. This would certainly simplify the model. To get some empirical evidence in favour or against this hypothesis the individual variability will be investigated below as much as the data available permit. Until this investigation eventually justifies a simpler assumption we will keep the more general expression (4:53). The assumptions also prescribe that there is no autocorrelation, no correlation between individuals and no correlation between cohorts. This may be too restrictive but it is introduced in order to make the model simple. Plausible alternatives would be to assume a positive correlation between individuals at the same time and a negative autocorrelation for a given cohort.

Because of (4:53) it is true that

$$
\begin{equation*}
\operatorname{Var}\left(\vartheta_{\mathrm{tfb}}\right)=\frac{\sigma_{(\mathrm{t}-\mathrm{b})(\mathrm{t}-\mathrm{f})}}{n_{\mathrm{tfb}}} ; \tag{4:56}
\end{equation*}
$$

[^21]and
\[

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{t=b+1}^{T} \vartheta_{t f b}\right)=\frac{\sum_{t=b+1}^{T} \sigma_{(t-b)(t-f)}^{2}}{n_{t f b}} \tag{4:57}
\end{equation*}
$$

\]

It also follows from the assumptions that all covariances are zero.
( $4: 57$ ) shows that the variance of the average salary for a combined birth and labour market cohort increases by (active) age. The same thing of course also holds for individual salaries. This is a property which closely agrees with previous experience from earnings data. Empirically we know that the higher the average salary and the older the employees, the greater the dispersion (Hill [1959], Morgan [1962]). One important explanation for this is that most employees start at about the same job level at approximately the same salary. Some then obtain promotion to more responsible and higher paid jobs, while others do not, or at least not as quickly. This suggests that the variance of salary increases is highest in the age interval where promotion differentiates the salary increases most. During the first five to ten years in the labour market most employees with academic or high school education obtain a more or less normal promotion to middle level jobs. It is, however, more difficult to obtain further promotion to the relatively few jobs available at the top levels. It is therefore a plausible hypothesis that the variance is for this reason the highest somewhere in the age interval $30-45$ years.

The published salary statistics from the Swedish Employers' Confederation admit a rough check of this hypothesis. Table 4:6 contains semi-interquartile ranges calculated from the published tables of graduate engineers and high school engineers. They exhibit a variability which clearly increases by age. However, a warning must be given against this interpretation. The age intervals used differ in length and since the average salary increases by age, the dispersion may be expected to be higher in wide intervals than in narrow ones. As wide intervals are used at the end of the age distribution, table 4:6 may exaggerate the increase in dispersion. Furthermore, the changes in average salary from one year to another contribute to the measured variability for an age interval independently of its length. The semi-interquartile ranges contain a component which is the variability between averages. They thus tend to overestimate the individual dispersion. The measures of dispersion in table 4:6 need to be standardized for these effects before a proper comparison can be made. This is done below.

The SAF data are only grouped by physical age. To simplify the calculations the special case model $(4: 42)$ will be used although the data do not satisfy the condition of the special case. For our purpose this is probably no serious disadvantage. The following notation is introduced

$$
\begin{equation*}
\mu_{\mathrm{Tf}}=\mathrm{E}\left(\ln \mathrm{~L}_{\mathrm{Tf}(\mathrm{f}+\mathrm{C})} .\right) \tag{4:58}
\end{equation*}
$$

$$
\begin{aligned}
& \gamma_{\mathrm{i}}=\gamma_{\mathrm{i}}^{\prime}+\gamma_{\mathrm{i}}^{\prime \prime} \\
& \sigma_{(\mathrm{T}-\mathrm{f})}^{2} \text { is the variance of individual salaries at the age (T-f). } \\
& \mathrm{S}_{\mathrm{i}}^{2} \text { is the theoretical variance of all individual salaries in the age interval } \\
& \left(\left(\mathrm{A}_{\mathrm{i}-1}+\mathrm{C}\right)-\left(\mathrm{A}_{\mathrm{i}}+\mathrm{C}\right)\right. \text { of a cross section. }
\end{aligned}
$$

Assume that the age distribution inside each age interval is uniform and denote the number of employees at each age in the i-th interval $n_{i}$. It is then possible to write $S_{i}^{2}$ as follows

$$
\begin{equation*}
S_{i}^{2}=\frac{1}{n_{i}} \sum_{(T-f)} \sigma_{(T-f)}^{2}+\sum_{f k} \sum_{k}\left(\frac{\mu_{T f}-\mu_{T k}}{n_{i}}\right)^{2} ; \tag{4:60}
\end{equation*}
$$

The first term of this expression is the mean of the individual variances in age interval $i$, and the second term is the sum of all $\binom{n}{2}$ possible squared differences $\left(\mu_{\mathrm{Tf}}-\mu_{\mathrm{Tk}}\right) \frac{1}{n_{\mathrm{i}}}$. From (4:42) and (4:59) it follows that

$$
\begin{equation*}
\mu_{\mathrm{Tf}}-\mu_{\mathrm{Tk}}=\left(\gamma_{\mathrm{i}}-\beta\right)(\mathrm{f}-\mathrm{k}) ; \tag{4:61}
\end{equation*}
$$

in the i -th interval. If $\mathrm{S}_{\mathrm{i}}^{2}, \gamma_{\mathrm{i}}$ and $\beta$ were known the mean variance of individual salaries could be calculated. They are not, but it is possible to obtain crude estimates of $S_{i}^{2}$ from table $4: 6$ and preliminary estimates of $\gamma_{i}$ and $\beta$, based on simple assumptions about the stochastic components.* The results from calculations with these estimates are presented in table 4:7. The variance component due to unequal age intervals and salary increases is small compared with the total variance. The remaining individual variability increases by age.

The estimates in table 4:7 are interesting not only because they give some insight into the individual variability by age, but also because they indicate the magnitude of the individual variability. As natural logarithms have been used, the standard deviations in the table multiplied by 100, can approximately be interpreted as percentages. We may for instance say that for employees $28-29$ years old the individual dispersion is $14.7 \%$ of the average salary in this age interval. The magnitudes may be more sensitive to the approximations made than the association with age, but if the present estimates are trusted, they seem to indicate that the individual dispersion for young employees is of the same magnitude as their average salary increases (see table $4: 11$ ), while it is higher for older employees.

[^22]Table 4:6. Semi-interquartile ranges of logarithmic salaries

| Education/cross section per year | Physical age |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 20-21 | 22-23 | 24-25 | 26-27 | 28-29 | 30-31 | 32-34 | 35-39 | 40-44 | 45-49 | 50-59 | $60-$ |
| Graduate engineers |  |  |  |  |  |  |  |  |  |  |  |  |
| 1956 |  |  | 0.039 | 0.071 | 0.106 | 0.113 | 0.120 | 0.138 | 0.166 | 0.210 | 0.216 | 0.292 |
| 1962 |  |  | 0.039 | 0.071 | 0.092 | 0.104 | 0.115 | 0.117 | 0.140 | 0.150 | 0.180 | 0.237 |
| 1969 |  |  | 0.051 | 0.062 | 0.104 | 0.104 | 0.113 | 0.117 | 0.127 | 0.134 | 0.164 | 0.196 |
| High school engineers I |  |  |  |  |  |  |  |  |  |  |  |  |
| 1956 | 0.037 | 0.067 | 0.067 | 0.104 | 0.111 | 0.111 | 0.127 | 0.150 | 0.182 | 0.184 | 0.203 | 0.235 |
| 1962 | 0.044 | 0.060 | 0.067 | 0.083 | 0.092 | 0.104 | 0.117 | 0.129 | 0.152 | 0.173 | 0.187 | 0.242 |
| 1969 | 0.058 | 0.067 | 0.092 | 0.101 | 0.104 | 0.115 | 0.117 | 0.140 | 0.140 | 0.152 | 0.182 | 0.212 |

Note: The semi-interquartile range is obtained as $1 / 2\left(\ln Q_{3}-\ln Q_{1}\right)$, where $Q_{1}$ and $Q_{3}$ are the first and the third quartile salary. As natural logarithms have been used, the semi-interquartile ranges multiplied by 100 can be interpreted as percentages.
© $\bar{\circ} \quad$ Table 4:7. Individual salary variability

| Physical age |
| :--- |
| $20-21$ |
| $22-23$ |

## Graduate engineers

Variance due to unequal age intervals and salary increases

| 0.0002 | 0.0006 | 0.0008 | 0.0009 | 0.0020 | 0.0029 | 0.0008 | 0.0002 | 0.0007 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0039 | 0.0096 | 0.0217 | 0.0244 | 0.0276 | 0.0310 | 0.0446 | 0.0598 | 0.0760 |
| 0.062 | 0.098 | 0.147 | 0.156 | 0.166 | 0.176 | 0.211 | 0.245 | 0.276 |

High school engineers I

| Variance due to unequal age intervals <br> and salary increases | 0.0002 | 0.0003 | 0.0005 | 0.0006 | 0.0006 | 0.0005 | 0.0009 | 0.0015 | 0.0006 | 0.0000 | 0.0002 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Variance due to individual variability | 0.0044 | 0.0089 | 0.0118 | 0.0196 | 0.0222 | 0.0261 | 0.0308 | 0.0418 | 0.0542 | 0.0635 | 0.0799 |
| Standard deviation, ditto | 0.066 | 0.094 | 0.109 | 0.140 | 0.149 | 0.162 | 0.175 | 0.204 | 0.233 | 0.252 | 0.283 |

Note: The results in this table are obsained by an approximation. $S_{i}$ in expression (4:60) is estimated by an average of three semi-interquartile ranges from table $4: 6$ divided by the factor 0.6745 which is obtained from a table of the normal distribution. As natural logarithms have been used,the standard deviations multiplied by 100 can be interpreted as percentages.


In figure 4:3 the variances due to individual variability are plotted against age. There is a slight indication of a smaller increase in variability between 30 and 40 years for graduate engineers and a few years earlier for high school engineers, and a higher increase than average immediately before and after this age interval. This may indicate a somewhat smaller variance of salary increase between 30 and 40 years ( 25 and 35 for high school educated employees) than among younger and older employees. This is a result almost opposite to that expected a priori. The strategy to adopt is therefore to disregard possible variations in the variance of individual salary increases and to base the specification instead on the fact that the general shape of the curves can very well be approximated by two linear functions, one for graduate engineers, which intersects the age axis at $24-25$ years and one for high school engineers which intersects at about 20 years. The slopes of the linear functions can be interpreted as estimates of constant variances of salary increases. The approach chosen by Fase [1969] has thus got some justification.

The variance of individual salary increases ( $4: 53$ ) is now assumed to be constant and independent of both active and physical age. It is also assumed that this variance equals the variance of initial salaries $(4: 48)$ and that the age dep :ndent salary increases are uncorrelated with the initial salaries. The last assumption may seem too restrictive, but as the model is applied to relatively homogeneous educational groups it is acceptable. From these assumptions and from ( $4: 57$ ) it follows that the variance of the average deviation $(4: 44)$ is

$$
\begin{equation*}
D^{2}=\operatorname{Var}\left(\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}\right)=\frac{(\mathrm{T}-\mathrm{b}+1) \sigma^{2}}{n_{\mathrm{tfb}}} \tag{4:62}
\end{equation*}
$$

To investigate the sensitivity of the estimates to alternative specifications, the following alternatives were also tried

$$
\begin{align*}
& \mathrm{D}^{2}=\frac{(\mathrm{T}-\mathrm{f}-\mathrm{C}+1) \sigma_{1}^{2}}{n_{\mathrm{tfb}}}  \tag{4:63}\\
& \mathrm{D}^{2}=\frac{\sigma_{2}^{2}}{n_{\mathrm{tfb}}}  \tag{4:64}\\
& \mathrm{D}^{2}=\sigma_{3}^{2} \tag{4:65}
\end{align*}
$$

In the first alternative the variance increases by physical age rather than by active age, in the second it only depends on the number of employees which implies a certain negative correlation between successive salary increases. This is also true for the third alternative in which the variance is in addition independent of the number of employees.

### 4.3.5 Specification errors

We now return to the problem in which a physical age-earnings profile is estimated from data which lack information about active age and do not satisfy (4:39), i.e. all employees do not take their first job at the same age. At the end of section 4.3.3 it was stated that a physical age-earnings profile could not in general be represented by model ( $4: 42$ ). Suppose now that this model is used as though everybody started work at the same age although it is not true. What properties do our estimates of $(4: 42)$ have in this case?

To give a first answer to this question we observe that (4:42) is now applied to average salaries, $\mathrm{L}_{\mathrm{Tf} . .}$, each of which is calculated for individuals of the same physical age but not necessarily of the same active age.

$$
\begin{equation*}
\ln \mathrm{L}_{\mathrm{Tf} . .}=\frac{\sum_{\mathrm{b}} \mathrm{n}_{\mathrm{Tfb}} \ln _{\mathrm{Tfb}}}{\sum_{\mathrm{b}} \mathrm{n}_{\mathrm{Tfb}}} \tag{4:66}
\end{equation*}
$$

As before $\mathrm{n}_{\mathrm{Tfb}}$ is the number of employees in the combined birth and labour market cohort in year T. If (4:36) is the »true» model, the »true» expression for the physical age-earnings profile can be derived if $(4: 36)$ is substituted into ( $4: 66$ ). It is thus a weighted average of salary paths for combined birth and labour market cohorts, (see the dashed curve in figure 4:2).

The general expression for this physical age-earnings profile is awkward and does not add much new insight. We use instead the example in table $4: 4$ which is a representation of the salary paths of a birth cohort with three labour market cohorts. Suppose there are $n_{1}$ employees in the labour market cohort ( $b-1$ ) $=$ $=(\mathrm{f}+\mathrm{C}-1), \mathrm{n}_{2}$ in the cohort $\mathrm{b}=(\mathrm{f}+\mathrm{C})$ and $\mathrm{n}_{3}$ in $(\mathrm{b}+1)=(\mathrm{f}+\mathrm{C}+1)$. The physical age-earnings profile (in logarithms) is obtained if for each physical age (each column) we calculate a weighted average from the salaries of each labour market cohort (each row). The weights are proportional to the number of employees in each labour market cohort. The stochastic components are not written out in table $4: 4$ but they can easily be obtained from ( $4: 36$ ). For instance, for the first age when all labour market cohorts are represented, $\mathrm{C}+1$, the mean logarithmic salary is

$$
\begin{align*}
\operatorname{lnL}_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f} . .} & =\alpha^{\prime}+\beta \mathrm{f}+\left(\gamma_{1}^{\prime}-\beta\right)+\left(\gamma_{1}^{\prime \prime}+\beta\right)+\frac{\mathrm{n}_{1} \gamma_{2}^{\prime}-\mathrm{n}_{3} \gamma_{1}^{\prime}}{\mathrm{n}_{1}+\mathrm{n}_{2}+\mathrm{n}_{3}}+ \\
& +\frac{\mathrm{n}_{1}\left[\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C}-1)}+\vartheta_{(\mathrm{f}+\mathrm{C}) \mathrm{f}(\mathrm{f}+\mathrm{C}-1)}+\vartheta_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f}(\mathrm{f}+\mathrm{C}-1)}\right]}{\mathrm{n}_{1}+\mathrm{n}_{2}+\mathrm{n}_{3}}+ \\
& +\frac{\mathrm{n}_{2}\left[\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C})}+\vartheta_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f}(\mathrm{f}+\mathrm{C})}\right]+\mathrm{n}_{3} \epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C}+1)}}{\mathrm{n}_{1}+\mathrm{n}_{2}+\mathrm{n}_{3}} ; \tag{4:67}
\end{align*}
$$

From our previous assumptions about the random variables in (4:36) it follows that the composite stochastic variable in $(4: 67)$ has zero expectation and the variance

$$
\operatorname{Var}\left[\ln L_{(f+C+1) f} . .-E\left(\ln L_{(f+C+1) f} . .\right)\right]=\frac{2 \sigma^{2}}{n_{1}+n_{2}+n_{3}}+\frac{\left(n_{1}-n_{3}\right) \sigma^{2}}{\left(n_{1}+n_{2}+n_{3}\right)^{2}} ;(4: 68)
$$

Model (4:42) gives the following representation of the same average salary $L_{(f+C+1) f}$.

$$
\begin{align*}
& \operatorname{lnL}_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f} . .}=\alpha^{\prime}+\beta \mathrm{f}+\left(\gamma_{1}^{\prime}-\beta\right)+\left(\gamma_{1}^{\prime \prime}+\beta\right)+\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C})}+\vartheta_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f}(\mathrm{f}+\mathrm{C})}  \tag{4:69}\\
& \mathrm{E}\left(\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C})}+\vartheta_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f}(\mathrm{f}+\mathrm{C})}\right)=0  \tag{4:70}\\
& \operatorname{Var}\left(\epsilon_{\mathrm{f}(\mathrm{f}+\mathrm{C})}+\vartheta_{(\mathrm{f}+\mathrm{C}+1) \mathrm{f}(\mathrm{f}+\mathrm{C})}\right)=\frac{2 \sigma^{2}}{\mathrm{n}_{1}+\mathrm{n}_{2}+\mathrm{n}_{3}} \tag{4:71}
\end{align*}
$$

A comparison between $(4: 67),(4: 68)$ and $(4: 69)-(4: 71)$ shows two specification errors involved in the application of (4:42). Firstly a »variable» is omitted, an element of which is the last non-stochastic term in (4:67), and secondly the residual variance is wrongly specified. If the estimation method is the method of ordinary least squares the last error does not introduce a bias, but the first error in general does. The magnitude of the bias depends on the correlation between the omitted variable and the independent variables in ( $4: 42$ ). If it is uncorrelated with all of them there is no bias. This is, however, rather unlikely. If the assumptions behind the curve TT in figure $4: 1$ are true, the difference between consecutive salary increments should be positive for young and negative for old employees. A negative correlation with $\mathrm{D}_{\mathrm{i}}^{\prime \prime}$ is thus more likely than no correlation.

In practice model ( $4: 42$ ) is applied with a small modification. In its original form it does not give any representation for average salaries of employees who are younger than the normal age on joining the labour market. In order to adapt the model so as to include these observations also the variable $\mathrm{D}_{0}^{\prime \prime}$ is added as an independent variable. With an easily understood modification of the notation this new model variant is written as

$$
\begin{equation*}
\ln L_{\mathrm{Tf} . .}=\widetilde{\alpha}+\widetilde{\beta} \mathrm{f}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \widetilde{\gamma}_{\mathrm{i}} \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\widetilde{\vartheta}_{\mathrm{Tf}} ; \tag{4:72}
\end{equation*}
$$

The error component $\widetilde{\vartheta}_{\text {Tf }}$ is treated as a stochastic variable with zero expectation and for different values of T and f the components are treated as if they were uncorrelated. A natural variance specification in the age intervals $\mathrm{i}=1, \ldots, \mathrm{c}$ is a specification analogous to $(4: 63)$. The specification for the interval $\mathrm{i}=0$ is less obvious. In practice ( $4: 64$ ) is used with $\sigma_{1}^{2}=\sigma_{2}^{2}$.

To make a comprehensive analysis of the specification errors it would be necessary to find the expected values of the least squares estimates of the parameters in (4:72). This requires knowledge about the number of employees in each labour market cohort $\mathrm{n}_{\mathrm{Tfb}}$, and it would lead to tedious derivations and awkward expressions. We prefes instead to investigate the bias under two simplifying assumptions. Contrary to what is possible in the practical situation described in the beginning of this section, it is assumed that (4:72) is applied to average salaries for each combination of active and physical age, $\mathrm{L}_{\mathrm{Tfb}}$. instead of to averages for all employees of the same age, $\mathrm{L}_{\mathrm{Tf} . .}$. In addition it is assumed that the method of ordinary least squares is used in spite of the variance specification suggested.

To simplify the exposition a new compact notation is used. Three new matrices are defined, $\mathrm{X}_{1}, \mathrm{X}_{2}$ and $\mathrm{X}_{3}$. The unit regressor, the f-regressor and the $\mathrm{D}_{0}^{\prime \prime}$-regressor are combined in the matrix $\mathrm{X}_{1}$, the $\mathrm{D}_{\mathrm{i}}^{\prime}$-regressors in $\mathrm{X}_{2}$ and the $D_{i}^{\prime \prime}$-regressors, with the exception of $D_{0}^{\prime \prime}$, in $X_{3}$. The vector of logarithmic average salaries is denoted $\ell$, the vector of stochastic components in the »true» model (4:36) by $\nu$ and in the model actually applied, (4:72) by $\xi$. We also need five new parameter vectors $g_{1}^{\prime}=\left\{\alpha^{\prime}, \beta, \gamma_{0}^{\prime \prime}+\beta\right\}, g_{2}^{\prime}=\left\{\gamma_{1}^{\prime}-\beta, \ldots, \gamma_{c}^{\prime}-\beta\right\}, g_{3}^{\prime}=\left\{\gamma_{1}^{\prime \prime}+\beta, \ldots, \gamma_{c}^{\prime \prime}+\beta\right\}$, $h_{1}=\left\{\widetilde{\alpha}, \widetilde{\beta}, \tilde{\gamma}_{0}\right\}$ and $h_{3}=\left\{\tilde{\gamma}_{1}, \ldots, \tilde{\gamma}_{c}\right\}$. The »true» model is now

$$
\ell=\left\{\mathrm{X}_{1}: \mathrm{X}_{2}: \mathrm{X}_{3}\right\}\left\{\left[\begin{array}{c}
g_{1}  \tag{4:73}\\
-g_{2}- \\
-g_{3}
\end{array}\right\}+\nu\right.
$$

and the applied model is

$$
\ell=\left\{\mathrm{X}_{1}: \mathrm{X}_{3}\right\}\left\{\left[\begin{array}{c}
h_{1}  \tag{4:74}\\
-h_{3}
\end{array}\right\}+\xi ;\right.
$$

It can be shown by standard regression theory that the expectation of the ordinary least squares estimates of $h_{1}^{\prime} h_{3}^{\prime}$ in (4:74) is

$$
\mathrm{E}\left\{\begin{array}{l}
\widehat{\mathrm{h}}_{1}  \tag{4:75}\\
\frac{\widehat{h}_{3}}{\}}
\end{array}\right\}=\left\{\begin{array}{c}
g_{1} \\
\hdashline g_{3}
\end{array}\right\}+\mathrm{B}_{2.13} g_{2} ;
$$

where $B_{2.13}$ is a matrix of regression coefficients from the regression of $X_{2}$ on $X_{1}$ and $X_{3}$. Provided the inverses of $\left(X_{1}^{\prime} X_{1}\right)$ and $\left(X_{3}^{\prime} X_{3}\right)$ exist this expression can be rewritten as follows

In the special case discussed above when all employees take their first job at the same age, it is true that $X_{2}-X_{3}=0$, but it is also true that the regressor $D_{0}^{\prime \prime}$ is a zero vector. Thus, the inverse of $\left(\mathrm{X}_{1}^{\prime} \mathrm{X}_{1}\right)$ does not exist and the expression (4:76) is not valid. Suppose instead for a moment that $D_{0}^{\prime \prime}$ is omitted from both models. The inverse of the new matrix $\left(\mathrm{X}_{1}^{\prime} \mathrm{X}_{1}\right)$ exists. We then find that the last term of $(4: 76)$ is zero and that we obtain unbiased estimates of the parameters in $(4: 42)$ if $X_{2}=X_{3}$, i.e. if the data satisfy the condition for the special case we obtain unbiased estimates of $(4: 42)$.

Suppose now that the special case is not present and that $D_{0}^{\prime \prime}$ is not the zero vector. From (4:76) it follows that the more $\mathrm{X}_{2}$ deviates from $\mathrm{X}_{3}$, the larger the bias, as defined by the last term in the expression. It is difficult to give any general rules for the sign and magnitude of the bias without knowledge of the X matrices and $g_{2}$. To give some indications a simple numerical example is worked out. It contains two cross sections $T_{1}$ and $T_{2}$, two active age intervals and three physical age intervals, each of one year. In the same way as in the previous example there are three birth cohorts for each labour market cohort. The regressors are as follows

|  | $\left(\alpha^{\prime}\right)$ | f | $\mathrm{D}_{1}^{\prime}$ | $\mathrm{D}_{2}^{\prime}$ | $\mathrm{D}_{0}^{\prime \prime}$ | $\mathrm{D}_{1}^{\prime \prime}$ | $\mathrm{D}_{2}^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{1}$ | 1 | 4 | 0 | 0 | -1 | 0 | 0 |
|  | 1 | 3 | 0 | 0 | 0 | 0 | 0 |
|  | 1 | 2 | 0 | 0 | 0 | 1 | 0 |
|  | 1 | 3 | 1 | 0 | 0 | 0 | 0 |
|  | 1 | 2 | 1 | 0 | 0 | 1 | 0 |
|  | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
|  | 1 | 2 | 1 | 1 | 0 | 1 | 0 |
|  | 1 | 1 | 1 | 1 | 0 | 1 | 1 |
|  |  |  |  |  |  |  |  |
|  | 1 | 5 | 0 | 0 | -1 | 0 | 0 |
|  | 1 | 4 | 0 | 0 | 0 | 0 | 0 |
|  | 1 | 3 | 0 | 0 | 0 | 1 | 0 |
|  | 1 | 4 | 1 | 0 | 0 | 0 | 0 |
| 1 | 3 | 1 | 0 | 0 | 1 | 0 |  |
|  | 1 | 2 | 1 | 0 | 0 | 1 | 1 |
|  | 1 | 3 | 1 | 1 | 0 | 1 | 0 |
|  | 1 | 2 | 1 | 1 | 0 | 1 | 1 |

With these regressors the expression (4:76) becomes

$$
\mathrm{E}\left\{\begin{array}{l}
\hat{h}_{1}  \tag{4:78}\\
\hat{h}_{3}
\end{array}\right\}=\left\{\begin{array}{l}
\alpha^{\prime} \\
\beta \\
\gamma_{0}^{\prime \prime}+\beta \\
\hdashline \gamma_{1}^{\prime}+\gamma_{1}^{\prime \prime} \\
\gamma_{2}^{\prime}+\gamma_{2}^{\prime \prime}
\end{array}\right\}+\left\{\begin{array}{rr}
0.872 & 5.053 \\
-0.011 & -0.531 \\
0.373 & 0.415 \\
-0.837 & -0.057 \\
-0.021 & -0.348
\end{array}\right\} \quad\left\{\begin{array}{l}
\gamma_{1}^{\prime}-\beta \\
-- \\
\gamma_{2}^{\prime}-\beta
\end{array}\right\} ;
$$

If for instance

$$
\left\{\begin{array}{c}
\gamma_{1}^{\prime}-\beta^{\prime}  \tag{4:79}\\
\gamma_{2}^{\prime}-\beta
\end{array}\right\}=\left\{\begin{array}{c}
0.06 \\
-0.02
\end{array}\right\}
$$

the bias vector is

$$
\begin{equation*}
\{-0.049,0.010,0.014,-0.049,0.006\} \tag{4:80}
\end{equation*}
$$

This example gives an idea of the magnitude of the bias. In practice the observations probably conform to the special case better than in the example, i.e. the age distribution is more concentrated around the normal (median) age of entry into the labour market than in the example. If this is so, the bias vector ( $4: 80$ ) may exaggerate the bias likely to occur in practice. Nevertheless the example indicates that it is not advisable to disregard the bias since the absolute value of the fourth bias element in $(4: 80)$ is almost half as large as a realistic value of the corresponding parameter. If it is at all possible to generalize, the example shows that the salary increases of young employees are underestimated rather much, while the bias for older employees is less important.

The same kind of specification error analysis could be accomplished if active age-earnings profiles were estimated by $(4: 41)$ on data which do not follow the special case. Such an analysis would give results similar to those already ob. tained.

Before the discussion of the improper application of the model (4:42) is concluded, yet another source of bias should be mentioned. In all the analysis above, the normal age of entry into the labour market was assumed constant for a given education. If this assumption is not satisfied the result may become a bias. The problem is not important for the model ( $4: 36$ ), at least as long as $\gamma_{\mathrm{i}}^{\prime \prime}$ is independent of the age distribution, but for the application of $(4: 42)$ it may be important, even when the condition for the special case is satisfied. However, it is only a potential problem and no real problem for the sample
period, because the median examination age has been stable (see table 4:8). For this reason it does not seem necessary to elaborate the problem.

Table 4:8. Average age when a degree or certificate is obtained in 1960-1970

| Educational qualifications |  | 1961/62 | 1962/63 | 1963/64 | 1964/65 | 1965/66 | 1966/67 | 1969/70 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| University degrees |  |  |  |  |  |  |  |  |
| Engineering | $\overline{\mathrm{X}}$ | 26.4 | 25.9 | 26.2 | 26.5 | 26.0 |  | 26.0 |
| (Civilingenjör) | S | 2.8 | 2.5 | 2.8 | 2.7 | 2.7 |  | 1.9 |
| Business \& economics (Civilekonom) | $\overline{\mathrm{X}}$ |  |  | 26.8 |  |  |  | 26.3 |
|  | S |  |  | 2.4 |  |  |  | 2.9 |
| Science | $\overline{\mathrm{X}}$ |  |  | 26.2 |  |  |  | 26.1 |
| (Naturvetare, FK, FM) | S |  |  | 3.8 |  |  |  | 3.5 |
| High school certifticates |  |  |  |  |  |  |  |  |
| Engineering I | $\overline{\mathrm{X}}$ |  |  |  |  |  | 20.7 | 20.1 |
| (Läroveiksingenjör) | S |  |  |  |  |  | 2.4 | 1.7 |
| Engineering II |  |  |  |  |  |  | 23.0 | 24.2 |
| (Institutsingenjör) | S |  |  |  |  |  | 3.2 | 3.9 |
| Commerce | $\overline{\mathrm{X}}$ |  |  | 20.8 |  |  | 20.1 | 19.5 |
| (Gymnasieekonom) | S |  |  | 2.5 |  |  | 1.8 | 2.5 |

$\overline{\mathrm{X}}=$ mean age; $\mathrm{S}=$ standard deviation.
Data sources and comments:

## University degrees

Engineering: 1961/62-1965/66. Age when the degree was o'stained. Unpublished data from »Teknikerundersökningen», Central Bureau of Statistics 1969/70. Age in 1970 of those who obtained a degree in 1969/70. Unpublished, Central Bureau of Statistics.

Business \& Unpublished, Central Bureau of Statistics 1963/64. Age when the degree science: was obtained in 1969/70. Age in 1970 of those who obtained a degree in 1969/70.

High school certificates
Age is measured during the autumn of the last year at school. Statistical Reports U 1964:13, 1968:15, 1970:20; Central Bureau of Statistics.

Engineering II: Full-time students at public (kommunala) and private technical schools.

In conclusion the specification error analysis shows that if the primary interest is to estimate the parameters of the model $(4: 32)$ or $(4: 36)$, it is not a proper procedure to estimate a pure physical age-earnings profile or active age-earnings profile without an evaluation of the bias and with possible adjustments. This does not, however, exclude applications in which the only interest is to make a description of an age-earnings profile in the physical age dimension or in the active age dimension without any reference to the active and physical age effects as they are defined in $(4: 32)$ or $(4: 36)$. In those cases $(4: 72)$ and $(4: 41)$ respectively are of course appropriate.

The last paragraphs of this section are devoted to a different kind of specification error. To use least squares estimation it is not necessary to specify a particular distribution for the residuals, but if it were possible to do so with a reasonable degree of approximation, more precise statements could of course be made about the estimates. This is, however, not the main reason for considering a lognormal distribution for the residuals. There is instead the following problem. ${ }^{\mathrm{L}_{\mathrm{Tfb}}}$. is defined as a geometrical average, but the SAF tables only give median saiaries. Is it then possible to justify an estimation from median salaries?

The lognormal distribution is commonly used as an income distribution and it does not seem unrealistic to assume that the salary distribution conditional on cohort and age (possibly both physical and active age) can be approximated by this distribution (see for instance Hill [1959]).

If the stochastic variable $x$ follows a lognormal distribution, then $\ln (x)$ follows a normal distribution with expected value and standard deviation, say $\mu$ and $\sigma$ respectively. From the well known properties of the lognormal distribution it then follows that $\exp [\mu]$ is the median of the lognormal distribution, while the expected value is $\exp \left[\mu+\frac{\sigma^{2}}{2}\right]$.

If $\mathrm{L}_{\mathrm{Tfbi}}$ follows a lognormal distribution with the parameters $\mu$ and $\sigma$ and we look upon $\mathrm{L}_{\mathrm{Tfb}}$. as a sample average, this will also follow a lognormal distribution, but with the expected value $\exp \left[\mu+\frac{\sigma^{2}}{2 n_{\mathrm{fb}}}\right]$. ${ }^{\star}$ For large $\mathrm{n}_{\mathrm{fb}}$ the dif-

[^23]ference between the theoretical median salary and this expected value is small. Furthermore, if $\mathrm{n}_{\mathrm{fb}}$ is sufficiently large, the empirical geometrical average and the empirical median salary will not deviate much from their respective theoretical values $\exp \left[\mu+\frac{\sigma^{2}}{2 \mathrm{n}_{\mathrm{fb}}}\right]$ and $\exp [\mu]$. No great error should thus be committed if the empirical geometric average is replaced by the observed median salary.

### 4.3.6 Estimation

The data used to estimate the models are obtained from SAF.'s published tables of median salaries and from the Swedish Association of Graduate Engineers. From the last source geometrical averages have been obtained by age, year of graduation and calendar year. The SAF tables only give median salaries by physical age. It is important to note that the data do not cover salaries of identical individuals but are several cross sections combined in one sample. The model does not require salary data for identical individuals, all that is necessary is that the salary paths of all individuals covered by the estimations can be represented by one and the same model.

The model can be estimated from data both in current and constant prices. In principle the estimates obtained in the two cases will naturally differ as regards both value and expectation. Suppose that price development can be represented by an exponential trend

$$
\begin{equation*}
\mathrm{P}_{\mathrm{T}}=\exp \left[\pi \mathrm{T}+\zeta_{\mathrm{T}}\right] ; \tag{4:81}
\end{equation*}
$$

$\mathrm{P}_{\mathrm{T}}$ is a price index with the base 1 for $\mathrm{T}=0$. The expression (4:81) is to be taken as a smoothing formula. The constant $\pi$ can for instant be calculated by the method of least squares and interpreted as the average price increase during the sample period. The $\zeta_{\mathrm{T}}$ 's are observed residuals from the fitted trend. If they are least squares residuals, they are uncorrelated with T. From (4:18) and (4:32) it now follows that

$$
\begin{align*}
\mathrm{L}_{\mathrm{Tfb} \cdot}^{\mathrm{R}}= & \exp \left[\alpha+(\beta-\pi) \mathrm{b}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}-\pi\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\right. \\
& \left.+\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}+\zeta_{\mathrm{T}}\right] \tag{4:82}
\end{align*}
$$

If $\zeta$ is also uncorrelated with $b, D_{i}^{\prime}$ and $D_{i}^{\prime \prime}$, then a least squares estimation from data in constant prices gives unbiased estimates of the "parameters» in
(4:82) conditional on $\mathrm{P}_{\mathrm{T}}$ for all values of T in the sample period. Even if the price residuals are not perfectly uncorrelated with the independent variables, this will be valid as a reasonable good approximation during the sample period. If this is true it is not very important what kind of data are used. It is possible to go from one set of estimates to the other by a simple adjustment by the average price increase. For the sample period the average increase in the consumer price index is about $4 \%$ (see table $4: 12$ ).

In an economic model which aims at an explanation of the causes underlying salary increases, an exponential trend would probably be too simple a model of price increases. As will be suggested (but not done)-in the next section, more refined explanations of salary changes can be added to the model. It seems natural therefore to explain salary changes in current prices by changes in the consumer price index and in this way to incorporate the price changes into the model instead of using preadjusted data. The approach chosen in this study is to use data in current prices.
$(4: 82)$ also clearly reveals the asymmetry between salary increases due to active age and salry increases due to physical age. The $\gamma_{\mathrm{i}}^{\prime \prime}$ 's are, so to speak, already real increases by definition, while the $\gamma_{\mathrm{i}}^{\prime}$ 's are not. This is important for a comparative interpretation of the estimates.

Three variants of the model, namely (4:32), (4:41) and (4:72), have been estimated from CF data for graduate engineers specializing in electrical engineering (SER) or mechanical engineering (SMR). For each variant alternative variance specifications have been tried. Model ( $4: 32$ ) is combined with all four specifications ( $4: 62$ )-(4:65), model ( $4: 41$ ) with all but ( $4: 63$ ) and model (4:72) with all but $(4: 62)$. C in $(4: 63)$ is put equal to 24 . This value is obtained by inspection of figure 4:3.

When the residual variance is assumed to follow any of the specifications ( $4: 62$ ) $-(4: 64)$ the estimation method used is that of weighted least squares, while ordinary least squares is used when the variance is assumed to be constant, (4:65).

The salary data are recorded by age intervals and the salaries of the youngest are grouped in the interval 25 years and below. The estimation is made under the assumption that the average age in this interval can be approximated by 25 years. As C is also put equal to 25 (except in the variance specification) this means that $\gamma_{0}^{\prime \prime}$ is assumed to be zero and that the variable $\mathrm{D}_{0}^{\prime \prime}$ is omitted. The fact that data are grouped in intervals makes it impossible to obtain an observation for each age year. Each interval instead gives one observation and the value of the age variable is put equal to the midpoint of the interval. This is probably no great disadvantage as there are rather many intervals. The number
of intervals in the data tables is about twice as large as the number of intervals defining the variables $D_{i}^{\prime}$ and $D_{i}^{\prime \prime}$ in the model. There is thus usually more than one observation in each model interval.

Estimates of the three model variants applied to SER data are presented in table $4: 9$ and the results from SMR data in table $4: 10$. The multiple correlation coefficients show that the specification with a constant residual variance (4:65) is inferior to the other three specifications. The closest fit is obtained when the variance is proportional to physical age, ( $4: 63$ ), but the difference between this specification and $(4: 62)$ and $(4: 64)$ is so small that the choice between them can hardly be based on difference in fit. The specification primarily derived from the model made the variance proportional to active age, ( $4: 62$ ), and there is no great reason to reject it. As the results from SMR data closely agree with those from SER data only selected estimates are given in table 4:10.

The annual increase in initial salaries is estimated at 5-6 \% irrespective of model, variance specification and data set. After deduction of the general price increase there remains $1-2 \%$ real increase. The total salary increase for a given combination of active and physical age is obtained if the two age effects are added. For instance, from the first row in table $4: 10$ we find that an engineer specializing in electrical engineering who graduated 5-9 years ago and is 35-39 years old obtains on average $8.7+2.0=10.7 \%$ salary increase per year. As the estimates are obtained from data in current prices the figure of $8.7 \%$ due to active age includes a general salary increase which can primarily be explained by price increases and economic growth, (see section 4.3.2, p.92). A measure of this general increase is obtained in the estimate of $\beta$, i.e. $5.5 \%$ in this case. The difference between the effect due to active age and the general increase, $3.2 \%$, may be interpreted as an increase due to experience. A comparison with the effect due to physical age, $2 \%$, shows that experience means more than physical age as regards salary increases. This conclusion is also supported by the better fit of the active age model $(4: 41)$ than of the physical age model (4:72). The physical age effect is, however, important enough not to be neglected.

The increases due to active age decrease as the engineer stays in the labour market. This agrees with Becker's human capital theory except for the very beginning of one's career (see figure 4:1). According to Becker so much of the first years after graduation is devoted to on-the-job training that the salary increases very slowly during these years. No tendency of a lower rate of increase during the first years on the labour market can be observed in tables 4:9-4:10. However, this effect may be hidden in the first age class $0-4$ years and a year-by-year analysis may reveal a low rate for the very first years.

The salary increases associated with physical age also decrease as the employee grows old. After the age of 40-45 years physical age does not contributes anything to the salary increase, on the contrary there is a tendency towards a decrease. This may perhaps be seen as a premium for higher efficiency in work among young engineers than among middle aged and old ones.

Tables 4:9-4:10 also give a possibility of indirectly checking the assumption of a constant graduation age. The sum of the estimates of the physical age effects and the corresponding active age effects in ( $4: 32$ ) do not of course equal the estimates of ( $4: 41$ ) and ( $4: 72$ ) exactly, but the divergence is not large enough to disturb the general shape of the profiles. This is in particular true for $(4: 41)$. In the lower age brackets the sum of the estimates of $\gamma_{i}^{\prime}$ and $\gamma_{i}^{\prime \prime}$ in model (4:32) is higher than the corresponding estimate in (4:72), in particular when the residual variance is assumed to be constant. This result can be compared with the bias in the example previously worked out. As the reader will recall, the bias was negative in the first age interval.

What generalizations to »similar» data sets can be made from these results is a matter of opinion. They may give some reassurance that bias will not completely invalidate the following application of model (4:72) to SAF data. At any rate, what follows below can be seen as a description of the sample period.

In order to avoid misinterpretations of the estimates presented below, the reader is reminded of the selection bias in the SAF data (see chapter 2). The statistics from SAF do not cover employees at the top management level. Older employees who remain in the statistics are therefore those who have not obtained a promotion. The practice of not submitting salaries of employees at management level may, in small companies, even result in non-response at a relatively low job level. The result of this selection is an underestimation of salary increases and salary levels for middle aged and old employees. There are no statistics collected to exhibit the salaries at management level and it is therefore difficult to know the importance of this selection bias. It should be most severe among graduate engineers and business economists who are most frequent at management level, and less severe among high school educated employees. An attempt has been made in Klevmarken [1968c] to use statistics from CF as a comparison. There are reasons to believe that the selection is not equally strong in this data source, and the estimates obtained of the rates of increase in earnings are also a few percentage units higher in the age bracket 35 years and over than the estimates based on SAF data. ${ }^{\star}$ In an attempt to throw more light on this
$\star$ In this comparison the CF data used cover engineers employed by members and nonmembers of SAF, but even if non-members are eliminated a considerable difference remains as the analysis in chapter 2 shows.


Note: Sample period $=1961-1970$. Standard errors inside brackets. Estimation is made from monthly salaries in current prices by weighted least squares.

Table 4:10. Estimated salary profiles of graduate engineers specializing in mechanical engineering (SMR)

| Model and variance specification | Annual in initial salary | Annual increase in active age interval |  |  |  |  |  |  | Annual increase in physical age interval |  |  |  |  |  |  |  | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0-4 | 5-9 | 10-14 | 15-19 | 20-24 | 25-29 | 30-34 | -29 | 30-34 | 35-39 | 40-44 | 45-49 | 50-54 | 55-59 | 60-64 |  |
| (4:32) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{(\mathrm{T}-\mathrm{b}+1)}{\mathrm{n}} \mathrm{Tfb} \sigma^{2}$ | $\begin{gathered} 0.053 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.104 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.083 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.026) \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.044 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.173 \\ (0.040) \end{gathered}$ | 0.9814 |
| $\frac{\sigma^{2}}{n_{\mathrm{Tfb}}}$ | $\begin{gathered} 0.054 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.088 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.089 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.058 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.032 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.019 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.010) \end{gathered}$ | $\underset{(0.022)}{-0.058}$ | 0.9848 |
| (4:41) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{(\mathrm{T}-\mathrm{b}+1)}{{ }^{\mathrm{n}_{\mathrm{Tfb}}} \sigma^{2} .}$ | $\begin{gathered} 0.051 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.126 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.095 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.019) \end{gathered}$ | $\begin{gathered} 0.045 \\ (0.033) \end{gathered}$ |  |  |  |  |  |  |  |  | 0.9670 |
| $\frac{\sigma^{2}}{{ }^{n} \mathrm{Tfb}}$ | $\begin{gathered} 0.054 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.134 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.041 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.050 \\ (0.014) \end{gathered}$ |  |  |  |  |  |  |  |  | 0.9771 |
| (4:72) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{(\mathrm{T}-\mathrm{f}-23)}{{ }^{\mathrm{n}} \mathrm{Tfb}} \sigma^{2}$ | $\begin{gathered} 0.054 \\ (0.001) \end{gathered}$ |  |  |  |  |  |  |  | $\begin{gathered} 0.120 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.101 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.072 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.072 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.053 \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.023) \end{gathered}$ | $\begin{gathered} -0.010 \\ (0.065) \end{gathered}$ | 0.9640 |
| $\frac{\sigma^{2}}{n_{\mathrm{Tfb}}}$ | $\begin{gathered} 0.055 \\ (0.001) \end{gathered}$ |  |  |  |  |  |  |  | $\begin{gathered} 0.124 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.102 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.074 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.071 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.055 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.014) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.035) \end{gathered}$ | 0.9604 |

problem, the comparison already mentioned in chapter 2 has been made between the SAF and CF statistics for graduate engineers. It shows that those who belong to CF but have not been recorded by SAF have a higher (arithmetic) average salary in each age interval than those who are recorded in both lists. In the interval $50-59$ years it is $27.5 \%$ higher. The first group is also older than the second. The results from this investigation at least show that the estimates obtained from the SAF data cannot be used for generalizations for graduates in general and they do not even reveal a »typical» salary path for a graduate in SAF.

Model (4:72) is estimated from SAF data in current prices by weighted least squares regression. Table 4:11(A) gives the estimates for each of six educational groups when the residual variance is assumed to be proportional to physical age and inversely proportional to the number of employees, and table 4:11(B) gives the corresponding results when the variance only is inversely proportional to the number of employees.

The sensitivity to which variance specification is chosen is less than when the model was estimated from CF data. The two specifications almost produce the same fit. This is also true when the variance is assumed to be constant. These results are not, however, presented.

The estimates of the average increase in the initial salaries reveal a remarkable similarity between educational groups. They range between $6.1 \%$ and $6.7 \%$. A general characteristic of the age dependent additional increases is that these increases are relatively low for very young employees. They reach a maximum at approximately the age of 30 years for university trained employees and a few years earlier for high school trained employees. These estimates thus show a better agreement with the curve TT in figure 4:1 than the estimates based on CF data. The salary increases of the oldest employees are even lower than for the youngest ones but this may be the result of the selection pointed out before.

A comparison between the educational groups reveals that the profiles of the three educational qualifications at university level engineering, business \& economics and science are very similar. Science exhibits a minor deviation in the age class 30-34 years. The smaller average increase for science graduates may reflect a slower promotion because they are usually employed in fields which do not lead to top level jobs.

As a contrast the high school educational groups exhibit some dissimilarities. The increases obtained by those who have commercial education are in general higher than the increases obtained by engineers. They are even higher than the increases obtained by employees with a university degree which does not seem to be the case for engineers. Mincer's findings that the more the training, the higher the increases (see p. 84) do not therefore coincide with our findings for those with business education but do so for engineers.

In figures 4:4 and 4:5 estimated cohort profiles are drawn for employees who are assumed to be born in 1930. The first diagram permits comparisons in Swedish kronor between educational qualifications while the second diagram is drawn in logarithmic scale to make possible convenient comparisons of relative differences. It is assumed that those who are graduates of a university start work at the age of 25 and those who have high school certificates start work at the age of 20 years. The proper interpretation of the profiles is an illustration of the state of affairs during the sample period. The same conditions hardly prevail over such a long time that the profiles can be interpreted as estimates of profiles for those who were actually born in 1930. For the same reason they should not be used as predictions. The same careful interpretation should be applied to the illustrative calculations of lifetime salaries and rates of return to education in the following sections. All profiles illustrate salary paths in current prices as they developed during the sample period. They show no de crease in any age class, on the contrary, as we find from figure $4: 4$ the profiles are rather of the increasing exponential type. This diagram also clearly shows how salary differences in Swedish kronor increase by age, in particular between those who have a university degree and those who have not, The relative differences also increase a little. This is illustrated in figure $4: 5$ with the profiles of graduate engineers and high school engineers I. According to the diagram the increase takes place before the age of 40 years. After this age the relative difference remains approximately constant.

We now return to the three-dimensional cross section profile (4:38). Its shape is determined by the differences $\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right)$ and by $\gamma_{\mathrm{i}}^{\prime \prime}$. When any of these terms become negative the profile turns downwards. The estimates in tables 4:9-4:10 for engineers in SER and SMR show that the downturn in the active age dimension does not start until after 30 years in the labour market and in the physical age dimension after the age of 45 years.

In the special case, when birth and labour market cohorts coincide, the cross section profile $(4: 43)$ does not turn downwards until the sum of salary increases due to active and physical age is less than the average annual shift. Even if the special case is not present, an analogous relation holds for a physical age-earnings profile. As the results in table 4:11 show, old employees do not obtain increases as high as the average shift in the cross sections. The break-even point is at about 50 years. It is important to note that the downturn of the profile does not necessarily imply that any employee receives a salary decrease. This is illustrated in figure $4: 6$ by estimated profiles for graduate engineers.

| Educational qualifications | Annual increase in initial salary | Annual increase in physical age interval |  |  |  |  |  |  | R | Sample period |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A.Residual variance proportional to physical age and inversely proportional to number of employees, specification (4:63) |  |  |  |  |  |  |  |  |  |  |
| University <br> degrees <br> Engineering | $\begin{aligned} & 0.006 \\ & (0.001) \end{aligned}$ |  | $\begin{gathered} 0.075 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.035 \\ (0.011) \end{gathered}$ | 0.9966 | 1954-1969 |
| Business \& economics | $\begin{gathered} 0.065 \\ (0.001) \end{gathered}$ |  | $\begin{gathered} 0.069 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.133 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.122 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.087 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.040 \\ (0.017) \end{gathered}$ | 0.9952 | 1952-1969 |
| Science | $\begin{gathered} 0.063 \\ (0.001) \end{gathered}$ |  | $\begin{gathered} 0.090 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.102 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.066 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.051 \\ (0.020) \end{gathered}$ | 0.9856 | 1956-1969 |
| High school degrees Engineering I | $\begin{gathered} 0.064 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.081 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.106 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.115 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.103 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.085 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.066 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.041 \\ (0.013) \end{gathered}$ | 0.9947 | 1952-1969 |
| Engineering II | $\begin{gathered} 0.067 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.104 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.114 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.099 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.085 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.044 \\ (0.012) \end{gathered}$ | 0.9966 | 1952-1969 |
| Commerce | $\begin{gathered} 0.067 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.150 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.138 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.129 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.102 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.014) \end{gathered}$ | 0.9955 | 1956-1969 |
| B. Residual variance inversely proportional to the number of employees, specification (4:64) |  |  |  |  |  |  |  |  |  |  |
| University degrees Engineering | $\begin{gathered} 0.065 \\ (0.000) \end{gathered}$ |  | $\begin{gathered} 0.069 \\ (0.017) \end{gathered}$ | $\underset{(0.004)}{0.125}$ | $\begin{gathered} 0.123 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.089 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.034 \\ (0.005) \end{gathered}$ | 0.9972 | 1954-1969 |
| Business \& economics | $\begin{gathered} 0.065 \\ (0.001) \end{gathered}$ |  | $\begin{gathered} 0.072 \\ (0.021) \end{gathered}$ | $\begin{gathered} 0.132 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.122 \\ (0.003) \end{gathered}$ | $\begin{aligned} & 0.087 \\ & (0.002) \end{aligned}$ | $\begin{gathered} 0.059 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.009) \end{gathered}$ | 0.9944 | 1952-1969 |
| Science | $\begin{gathered} 0.061 \\ (0.001) \end{gathered}$ |  | $\begin{gathered} 0.091 \\ (0.038) \end{gathered}$ | $\begin{gathered} 0.120 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.101 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.087 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.047 \\ (0.010) \end{gathered}$ | 0.9870 | 1956-1969 |
| High school degrees Engineering I | $\begin{gathered} 0.065 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.080 \\ (0.021) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.005) \end{gathered}$ | $\underset{(0.003)}{0.115}$ | $\begin{gathered} 0.104 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.067 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.005) \end{gathered}$ | 0.9969 | 1952-1969 |
| Engineering II | $\begin{gathered} 0.067 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.099 \\ (0.024) \end{gathered}$ | $\begin{gathered} 0.109 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.112 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.085 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.044 \\ (0.006) \end{gathered}$ | 0.9976 | 1952-1969 |
| Commerce | $\begin{gathered} 0.066 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} 0.140 \\ (0.018) \end{gathered}$ | $\begin{gathered} 0.141 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.102 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.067 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.058 \\ (0.007) \end{gathered}$ | 0.9948 | 1956-1969 |

Note: Standard errors inside brackets. Weighted least squares regression applied to model(4:72) and with data in current prices.

Figure 4:4. Estimated cohort profiles by education for employees assumed to be born in 1930



Figure 4:6. Estimated cohort and cross section profiles for graduate engineers


### 4.3.7 Some remarks on possible refinements

The formal representation in section 4.2 shows that increases in earnings could in principle vary by calendar time. In section 4.3 the dependence on active and physical age has been stressed and the dependence on calendar time has been neglected. None of the models suggested represents effects of supply and demand and of negotiations, and these factors may have effects associated more with calendar time than with age. No attempt will be made at this stage to explain this in detail, but a few remarks may be of some interest.

The supply of educated labour in Sweden has increased during the whole sample period, but the greatest increase has taken place over the last few years (see chapter 3). While there are no indications of short-run fluctuations of supply, demand shows pronounced fluctuations. The effect on earnings of both supply and demand should be most observable for young employees since they show a higher mobility and since the salaries of new employees are not regulated in negotiations. When demand is high relative to supply, earnings of young employees would increase more than the earnings of middle aged and old ones. The age-earnings profiles would then become flatter. The opposite should be true in the case of excess supply. Table $4: 12$ shows the number of jobs available for engineers and technicians advertised in Dagens Nyheter, which is a . measure of demand for this kind of labour. There are peaks in 1960, 1965 and 1969 and troughs in 1958, 1962 and 1967, all in close agreement with the general business cycle in Sweden. A comparison with the residuals from the estimated model (4:72) for graduate engineers and high school engineers I in table 4:13 does not reveal any systematic positive association between demand for labour and salaries, not even for young employees. This preliminary study does not thus give support to the theory of a short-run sensitivity of earnings to changes in demand. There is, however, an indication of a systematic pattern in the residuals. Negative residuals are most frequent before 1961 and during the last years of the sample period, while predominantly positive residuals are obtained for the first half of the sixties. This may be explained by a relatively low increase in productivity in Swedish industry in the fifties and a relatively high increase in the sixties. The explanation behind the small or negative residuals during the last years of the sample period is probably the increased supply. These conclusions are very tentative and in a more refined analysis the effects of other factors like price increases and negotiations should also be investigated at the same time.

To link such an analysis to the model used in this study would permit an explanation of both long-run and short-run changes in the profiles, which could be useful for predictions and for calculations of lifetime earnings.

Table 4:12. $\quad$ Selected labour market indicators in 1954-1969

|  | Number of jobs <br> for engineers <br> and technicians <br> advertised in <br> Dagens Nyheter <br> (thousands) | Percentage <br> increase in <br> productivity ${ }^{*}$ | Percentage <br> increase in <br> consumer <br> price index | Percentage <br> increase in <br> negotiated <br> salary |
| :--- | :--- | :--- | :--- | :--- |
| 1954 | 12.1 | 6.4 | 0.8 |  |
| 1955 | 12.1 | 1.9 | 3.1 | 9.0 |
| 1956 | 11.6 | 5.5 | 4.5 | 4.0 |
| 1957 | 12.4 | 4.8 | 4.3 | 3.7 |
| 1958 | 11.2 | 4.7 | 4.8 | 3.5 |
| 1959 | 15.2 | 6.8 | 0.7 | 1.9 |
| 1960 | 18.1 | 5.0 | 3.9 | 3.8 |
| 1961 | 16.9 | 4.1 | 2.5 | 3.5 |
| 1962 | 15.0 | 5.4 | 4.3 | 4.7 |
| 1963 | 14.5 | 7.0 | 2.9 | 3.5 |
| 1964 | 15.9 | 8.0 | 3.4 | 4.0 |
| 1965 | 17.7 | 7.5 | 5.0 | 3.3 |
| 1966 | 12.8 | 5.0 | 6.3 | 7.2 |
| 1967 | 8.3 | 8.1 | 4.5 | 5.4 |
| 1968 | 9.3 | 8.8 | 1.9 | 5.0 |
| 1969 | 14.6 | 9.0 | 2.8 | 3.5 |

* Figures for 1954-1963 are estimates.
$\star$ Value added in constant prices per manhour.
$\star$ Men only.

Sources: Unpublished sources from Dagens Nyheter, The Industrial Institute for Economic and Social Research and the Swedish Employers' Confederation. Consumer price index is published in the Statistical year book for Sweden.

Table 4:13. Logarithmic residuals from estimated physical age-earnings profiles by education, physical age

| Year | Graduate engineers |  |  | High school engineers I |  |  | University degree in business \& economics |  |  | High school certificate in commerce |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 42.5 | 55 | 21 | 37.5 | 55 | 25 | 42.5 | 55 | 2.1 | 37.5 | 55 |
| 1954 | -0.032 | 0.020 | -0.074 | -0.072 | -0.030 | -0.039 | -0.062 | 0.059 | 0.015 | - | - | - |
| 1955 | -0.054 | 0.043 | -0.010 | -0.038 | 0.015 | 0.003 | -0.063 | 0.024 | -0.008 | - | - | - |
| 1956 | -0.039 | 0.031 | -0.025 | 0.015 | -0.004 | -0.005 | -0.027 | 0.056 | -0.032 | 0.034 | -0.020 | 0.082 |
| 1957 | 0.001 | 0.017 | -0.041 | 0.055 | -0.010 | -0.005 | -0.057 | 0.075 | -0.097 | -0.018 | 0.000 | 0.004 |
| 1958 | -0.027 | 0.008 | -0.023 | 0.040 | -0.028 | -0.024 | -0.052 | -0.023 | -0.073 | 0.015 | -0.006 | -0.022 |
| 1959 | -0.052 | -0.010 | -0.061 | 0.021 | -0.051 | -0.049 | -0.009 | -0.047 | -0.106 | -0.003 | -0.027 | -0.016 |
| 1960 | -0.032 | -0.024 | -0.046 | 0.044 | -0.047 | -0.041 | -0.094 | -0.035 | $-0.088$ | -0.013 | -0.035 | --0.015 |
| 1961 | 0.027 | 0.019 | 0.034 | 0.078 | 0.011 | 0.007 | 0.001 | 0.014 | -0.011 | 0.041 | 0.013 | 0.014 |
| 1962 | 0.049 | 0.019 | 0.050 | 0.068 | 0.028 | 0.028 | 0.053 | 0.012 | 0.026 | 0.047 | 0.016 | 0.050 |
| 1963 | 0.052 | 0.020 | 0.037 | 0.073 | 0.021 | 0.027 | 0.031 | -0.013 | 0.057 | 0.039 | 0.003 | 0.027 |
| 1964 | - 0.043 | 0.009 | 0.030 | 0.041 | 0.016 | 0.008 | 0.016 | -0.029 | 0.085 | 0.074 | -0.013 | 0.023 |
| 1965 | 0.057 | 0.006 | 0.035 | 0.015 | 0.024 | 0.003 | 0.037 | -0.020 | 0.060 | 0.040 | 0.008 | 0.002 |
| 1966 | 0.040 | 0.002 | 0.035 | 0.004 | 0.036 | 0.023 | 0.023 | -0.001 | 0.047 | 0.087 | 0.025 | 0.012 |
| 1967 | 0.026 | -0.002 | 0.030 | -0.007 | 0.022 | 0.009 | 0.018 | 0.010 | 0.024 | 0.051 | 0.035 | 0.013 |
| 1968 | $-0.020$ | -0.028 | 0.018 | $-0.097$ | 0.008 | 0.007 | 0.008 | 0.009 | 0.018 | -0.014 | 0.022 | 0.007 |
| 1969 | $-0.074$ | -0.055 | -0.007 | -0.128 | -0.026 | -0.008 | $-0.040$ | -0.015 | -0.023 | -0.016 | -0.039 | -0.076 |

Note: The residuals are obtained in the estimation of model (4:72) from SAF data. The parameter estimates have been presented in table 4:11(B).

### 4.4 LIFETIME SALARIES AND RATES OF RETURN TO EDUCATION

The lifetime salary of an employee is the sum of all the salaries he has earned during his active time on the labour market. The expected lifetime salary of a group of individuals with a common characteristic, for instance the same education, can be estimated by a sample mean of lifetime salaries, but usually it is not possible to follow the salary flow of identical individuals and second best methods have to be used. One method is to construct a hypothetical promotion path from jobs with a low ranking to jobs with a high ranking and to use the current salaries at each job level (see for instance Bailey \& Schotta [1969], SACO [1968]). Frequently lifetime salaries (earnings) are calculated as the area underneath a cross section profile although this profile does not necessarily have the same shape as profiles of identical individuals. ${ }^{\star}$ Examples of studies when this method has been used can be found in SACO [1968].

A better method is perhaps to estimate cohort profiles by model ( $4: 32$ ) or if this is not possible, by model $(4: 72)$, and then to calculate the sum of the estimated salaries as defined in $(4: 15)$ or $(4: 16)$. If the estimates are obtained as the antilogarithms of unbiased estimates of logarithmic average salaries, these estimates are not themselves unbiased. If, for instance, the logarithmic residuals of the model are normally distributed the procedure described gives unbiased estimates of median salaries and not of geometrical average salaries. The estimated lifetime salary would then be a sum of estimated median salaries, (to be distinguished from the median lifetime salary).

Provided an exponential trend can be fitted to the consumer price index (see p.110) a lifetime salary calculated from a model, which is estimated from data in constant prices, can be seen as a lifetime salary obtained from a model for data in current prices discounted by the average price increase. Suppose $(4: 32)$ is discounted to the base year b by the discount factor $\delta$. The discounted salary at $T$ is then

$$
\begin{align*}
\mathrm{L}_{\mathrm{Tfb} .}^{\mathrm{D}}=\mathrm{L}_{\mathrm{Tfb} .} \exp [-(\mathrm{T}-\mathrm{b}) \delta]= & \exp \left[\alpha+\beta \mathrm{b}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}-\delta\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\right. \\
& \left.+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime}+\epsilon_{\mathrm{fb}}+\sum_{\mathrm{t}=\mathrm{b}+1}^{\mathrm{T}} \vartheta_{\mathrm{tfb}}\right] \tag{4:83}
\end{align*}
$$

If for a particular $b$ the base of the price index $P_{T}$ in (4:81) is changed to 1 for $\mathrm{T}=\mathrm{b}$, a comparison between $(4: 83)$ and $(4: 82)$ shows that except for the price residual $\zeta_{\mathrm{T}}$ the two expressions are identical for $\delta=\pi$. As the observed deviations

[^24]from the price trend need not be perfectly uncorrelated with the independent variables in the model, this relation between real and nominal lifetime salaries is only approximately valid. If there is a systematic trend in the price increases and the exponential trend does not give a good approximation, real lifetime salaries cannot be calculated satisfactorily from profiles estimated from data in current prices. The reason is that the first salaries in a career, which would be erroneously deflated by the average price increase, are very important in the discounting procedure.

Table 4:14 contains estimates of lifetime salaries for employees assumed born in 1930. The calculations have been made from profiles estimated in current prices. It is assumed that the first salary was earned at the age of 25 for employees with a university degree and at 20 for those who have a high school certificate. Three alternative discount rates are used, $5 \%, 10 \%$ and $15 \%$. All lifetime salaries are discounted to the age of 20 years. The choice of discount rate greatly affects the lifetime salaries in Swedish kronor as well as the relative differences as is shown by the index numbers in the table. To compare lifetime salaries is a method of making comparisons which allows for differences in active time in the labour market. At a discount rate of $5 \%$ university trained employees obtain between $18 \%$ and $44 \%$ higher a remuneration than high school trained em. ployees but at the rate of $15 \%$ the relative differences only range from $2 \%$

Table 4:14. Estimated lifetime salaries by education

| Educational qualifications | Lifetime salaries (Sw.kr. 1000) |  |  |  |  |  | Active time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Discount rate 5\% | Index | Disc rate | Index | Disc rate | Index |  |
| University degrees |  |  |  |  |  |  |  |
| Engineering | 1370 | 140 | 421 | 129 | 173 | 111 | 25-65 |
| Business \& economics | 1271 | 130 | 396 | 122 | 164 | 105 | 25-65 |
| Science | 1213 | 124 | 378 | 116 | 158 | 102 | 25-65 |
| High school degrees |  |  |  |  |  |  |  |
| Engineering I | 1028 | 105 | 348 | 107 | 170 | 109 | 20-65 |
| Engineering II | 943 | 97 | 320 | 98 | 158 | 101 | 20-65 |
| Commerce | 977 | 100 | 326 | 100 | 156 | 100 | 20-65 |

Note: The calculations are made on the assumption that the year of birth is 1930 and that employees with high school education start work at the age of 20 while employees with university education do not start until they are 25 years old. All salaries are discounted to the age of 20 years. They are obtained from cohort profiles calculated from the estimates in table $4: 11(B)$. The lifetime salaries are not independent of the price increases during the sample period.
to $11 \%$ (see the index numbers in table $4: 14$ ). The choice of cohort may influence the result of the comparison. If two educational groups have the same average shift $\beta$ in the profiles the choice of cohort has no influence at all, but the larger the difference in $\beta$, the greater the effect the cohort has on the comparison. The estimates in table $4: 11$ show max-differences of 0.006 which means that the ratio of two lifetime salaries changes by not more than $6 \%$ over 10 years.

The application of cross section profiles for calculations of lifetime salaries was criticized above. Would the lifetime salary obtained from a cross section profile differ very much from the salary obtained from a cohort profile? Assuming that the model (4:32) is true the answer depends on $\beta$ and the discount rate used. Suppose the present value of the salary stream is discounted to the first year in the labour market, say $b=T_{0}$, by the discount rate $(\exp [\delta]-1)$. (4:83) gives the discounted profile. We now find that the cross section profile (4:38) and the discounted profile $(4: 83)$ are identical for $\mathrm{b}=\mathrm{T}_{\mathrm{o}}$, provided that $\beta=\delta$ or, which is the same thing, the average increase in initial salaries equals the discount rate. Under the assumptions made this result can be generalized to the following. A lifetime salary calculated from a cohort profile at a certain discount rate can also be obtained from a cross section profile if the discount rate is reduced by the average increase in initial salaries (average shift in the cross sections).

An alternative way of comparing the remuneration associated with two educational qualifications is to calculate relative rates of return to education. For instance, what return does a high school engineer obtain if he enters college to graduate as an engineer? There are several ways of calculating a rate of return which answers the question. In principle we should find a rate which equals the sums of two discounted net income streams. Net means that all incomes including scholarships and grants are added and all costs associated with the earning of these incomes including for instance tuition are deducted. To obtain a rate of return which is relevant for an individual choice whether or not to obtain additional education the calculations should be done after tax. The result is usually called a private rate of return for education, to be distinguished from a social rate of return which reflects social incomes and costs of education.

The calculations of relative private rates of return presented in table $4: 15$ only serve as illustrations and are based on some very crude assumptions. Costs associated with a college training are assumed to be equal to scholarships and grants received. Cost of living is assumed to be the same independent of education. The income streams are projections based on the estimates in table 4:11(B) and the average price increase during the sample period is thus wowen into the lifetime salaries. As an approximation the real rate of return may be obtained

Table 4:15. Relative rates of return to education

| Educational qualifications | Rate of return (\%) |
| :--- | :---: |
| Degree in engineering/certificate in engineering I | 17 |
| Degree in business \& economics/certificate in commerce | 18 |
| Degree in business \& economics/certificate in engineering I | 15 |
| Degree in science/certificate in engineering I | 14 |

Note: The rate of return r is determined as the value of r for which

$$
\sum_{t=0}^{45} \frac{Y(t)-X(t)}{(1+r)^{t}}=0
$$

where $\mathrm{Y}(\mathrm{t})$ and $\mathrm{X}(\mathrm{t})$ are nominal income streams before tax projected by the model (4:72). The birth year is assumed to be 1930 for both groups.
after deduction of the average price increase of $4 \%$. The rates of return are as a matter of fact not calculated net of taxes. They should therefore be interpreted as measures of the gross salary remuneration of one education relative to another standardized for differences in active time. To interpret the numbers in table 4:15 as estimates of actual relative rates of return for those who were born in 1930 would hardly be meaningful. To do this a careful evaluation and forecast of the factors which determine the salary increases in the future would be necessary. The rates of return now calculated are primarily descriptions of the state of affairs during the sample period. With this interpretation in mind we find that the rate of return for a degree in engineering is $17 \%$ relative to a high school certificate in engineering. The return to college training in economics or science is a few percentage units less. These results approximately agree with results reported from other studies. In Blaug, Peston \& Ziderman [1967] (table 10, p. 79), the estimated private return to an ordinary degree relative to a Higher National Certificate (H.N.C.) is $9 \%$. This estimate, however, is net of incometax. A rate of return before tax would probably be a few percentage units higher. If furthermore 4 percentage units are subtracted from the estimates in table 4:15 to allow for price increases in Sweden the results from the two studies are approximately the same. In Fase [1969] (table 25 p. 81), the rate of return to a degree in engineering relative to secondary education (II) is estimated to $12.6 \%$ after tax and $15.1 \%$ before tax. Both estimates are obtained from cross section data. They are thus net of economic growth and price increases. If 6-7 percentage units are subtracted from the estimates in table 4:15 they become approximately comparable with the Dutch estimates. The result $10-11 \%$ is a little less than Fase obtained.

### 4.5 INTRODUCTION TO A CROSS SECTIONAL ANALYSIS OF EARNINGS

The models obtained so far have been used to analyse earnings profiles of employees differentiated by education. No other concepts have been used to define homogeneous groups of employees. Increases in earnings have been analysed as a function of age. Except for a few references to the human capital literature and a digression on short-run variations in salary increases, the mechanism behind the increases by age has not been analysed.

In the following chapter factors other than age and education will be brought into the analysis to explain salary differences in cross sections. It will be shown that the job level is strongly differentiatory and that promotion from one level to another is thus one important component of salary increases. Other factors which may also differentiate between salaries are for instance job family, industry and cost of living area. These factors do not perhaps play the same instrumental role as job level in explaining salary increases, they may rather be used to define more or less homogeneous groups of employees in the same way as the factor education has been used. However, this does not of course exclude the possibility that an employee may obtain a salary rise by for instance moving from a low-paying industry to a high-paying one.

In this section the model of a cross section profile ( $4: 38$ ) will be modified, first by the introduction of salary increases due to the factor job level and secondly by combining in one model cross section profiles of several groups of employees with the same salary increases. Finally these two approaches will be brought together in one model of the salary structure in a cross section. All these exercises serve the purpose of an introduction to the models used later in the analysis of the salary structure in Swedish industry.

In the cross section model $(4: 38)\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right)$ may be interpreted as a salary difference due to one year's difference in experience. As information about active age is not available in a cross section of SAF data the model (4:38) cannot be applied unless active age is replaced by some other variable. In the human capital theory active age is usually a proxy for experience. Experience, theoretical or practical, is associated with the skills and responsibility required for a job, i.e. the job level. The higher the job level, the more the experience required and the more experience an employee gains, the greater his chances are of promotion. As a substitute for active age, it should thus be possible to measure experience by the job level attained. In doing so one has to disregard the increase in experience and also in salary which an employee gains at a given job level and approximate the range of salaries at this level by its midpoint.

If ( $\gamma_{\mathrm{i}}^{\prime}-\beta$ ) is now interpreted as a salary increase due to increased experience, $\gamma_{1}^{\prime \prime}$ may be interpreted as a salary increase which is mainly associated with efficiency in work for a given level of experience, i.e. at a given job level. ${ }^{\star}$ Young employees are supposed to be more efficient than middle aged and old ones. The rate of salary increase due to promotion (increased experience) may in principle depend on the age at which promotion is obtained. Interactions between job level and age will be investigated in chapter 5 but to keep the exposition in this section simple no interactions are introduced at this stage. Under these assumptions and under the additional assumption that at time $T$ the $p$-th job level is attained of maximum $m$ levels, a first step towards a reformulation of the cross section model gives, when the stochastic components are omitted

$$
\begin{equation*}
\mathrm{E}\left(\operatorname{lnL}_{\mathrm{Tib}}\right)=\alpha+\beta \mathrm{T}+\sum_{j=2}^{\mathrm{p}} \lambda_{\mathrm{j}}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime} ; \tag{4:84}
\end{equation*}
$$

where $\lambda_{j}$ is the effect of a promotion from job level $j-1$ to $j$.
Although there is certainly a relation of the nature described above between job level and active age too much importance should not be attached to it. Promotion from one job level to another probably also contains other aspects which cannot be measured by active age, and vice versa. A less restrictive approach is to say that one important explanation for the salary increases associated with physical age, when active age is omitted, is promotion. Its contribution to the increases can be measured if the factor job level is introduced. The remaining effects associated with age are then picked up by the age factor.

In a second step of reformulation a dummy variable $Y_{j}$ is introduced for each job level. $Y_{j}$ takes the value 1 for observations at the $j$-th job level, otherwise its value is 0 . A new parameter $\omega_{j}$ is also defined; $\omega_{j}=\sum_{r=2}^{j} \lambda_{r} ; j=2, \ldots, m$. To simplify the analysis further and to treat the two factors alike the partial relation between salary and physical age in (4:84) is approximated by a new function. In ( $4: 84$ ) salaries increase by a constant percentage inside each age interval. We now choose to represent the salaries in each interval by one value only. Instead of a polygon we thus use a step function. The new model is now

$$
\begin{equation*}
\mathrm{E}\left(\ln _{\mathrm{Tfb}} .\right)=\mu^{\prime}+\sum_{\mathrm{j}=2}^{\mathrm{m}} \omega_{\mathrm{j}} \mathrm{Y}_{\mathrm{j}}+\sum_{\mathrm{i}=1}^{\mathrm{c}} \kappa_{\mathrm{i}} \mathrm{Z}_{\mathrm{i}} ; \tag{4:85}
\end{equation*}
$$

$\mu^{\prime}$ is the expected logarithmic salary of those who belong to the first age interval and to the first job level. $\mathrm{Z}_{\mathrm{i}}$ is a dummy variable which takes the value 1

[^25]for observations in the i-th age interval and is otherwise $0 . \kappa_{i}$ shows how much higher the salary is in age interval $\mathrm{i}, \mathrm{i}=1, \ldots, \mathrm{c}$; compared to the first interval (i.e. interval 0 ) independently of job level and $\omega_{j}$ shows how much the salary at job level $\mathrm{j}, \mathrm{j}=2, \ldots, \mathrm{~m}$; deviates from the salary at the first level.

We will now turn to the treatment of more than one group of employees. A group may be defined by education, industry, cost of living area and so forth. Suppose there are g groups of employees who experience the same salary increases but have different initial salaries. Following expression (4:38) the salary structure of the g groups can then be written

$$
\begin{equation*}
E\left(\ln L_{T f b}\right)=\sum_{h=1}^{g}\left(\alpha_{h}+\beta T\right) X_{h}+\sum_{i=1}^{c}\left(\gamma_{i}^{\prime}-\beta\right) D_{i}^{\prime}+\sum_{i=0}^{c} \gamma_{i}^{\prime \prime} D_{i}^{\prime \prime} ; \tag{4:86}
\end{equation*}
$$

where the $\mathrm{X}_{\mathrm{h}}$ 's are dummy variables. The g intercepts can be reformulated as deviations $\eta_{\mathrm{h}}$ from a common intercept $; \mu . /$.

$$
\begin{equation*}
\mathrm{E}\left(\ln _{\mathrm{Tfb}} .\right)=\mu^{\prime \prime}+\sum_{\mathrm{h}=1}^{\mathrm{g}} \eta_{\mathrm{h}} \mathrm{X}_{\mathrm{h}}+\sum_{\mathrm{i}=1}^{\mathrm{c}}\left(\gamma_{\mathrm{i}}^{\prime}-\beta\right) \mathrm{D}_{\mathrm{i}}^{\prime}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \gamma_{\mathrm{i}}^{\prime \prime} \mathrm{D}_{\mathrm{i}}^{\prime \prime} ; \tag{4:87}
\end{equation*}
$$

$\mu^{\prime \prime}$ and the $\mathrm{g} \eta_{\mathrm{h}}$ 's are, however, not uniquely defined as these six parameters correspond to only five »composite» parameters $\left(\alpha_{h}+\beta T\right)$. Unique parameters can be obtained if an appropriate linear constraint is imposed on $\mu^{\prime \prime}$ and the $\eta_{\mathrm{h}}$ 's. A constraint of the following type is usually chosen

$$
\begin{equation*}
\sum_{\mathrm{h}=1}^{\mathrm{g}} \mathrm{~W}_{\mathrm{h}}^{\eta_{\mathrm{h}}} \eta_{\mathrm{h}}=0 \tag{4:88}
\end{equation*}
$$

where the $\mathrm{W}_{\mathrm{h}}^{\eta}$ 's are suitably chosen weights the sum of which is one. From (4:86) and (4:87) it follows that

$$
\begin{equation*}
\left(\alpha_{\mathrm{h}}+\beta T\right)=\mu^{\prime \prime}+\eta_{\mathrm{h}} ; \quad \mathrm{h}=1, \ldots, \mathrm{~g} \tag{4:89}
\end{equation*}
$$

Solving (4:88) and (4:89) for $\mu^{\prime \prime}$ and $\eta_{\mathrm{h}}$ gives

$$
\left\{\begin{array}{l}
\mu^{\prime \prime}=\Sigma \mathrm{W}_{\mathrm{h}}^{\eta}\left(\alpha_{\mathrm{h}}+\beta T\right)=\Sigma \mathrm{W}_{\mathrm{h}}^{\eta} \alpha_{\mathrm{h}}+\beta T ;  \tag{4:90a}\\
\eta_{\mathrm{h}}=\left(\alpha_{\mathrm{h}}+\beta T\right)-\mu^{\prime \prime}=\alpha_{\mathrm{h}}-\Sigma \mathrm{W}_{\mathrm{h}}^{\eta} \alpha_{\mathrm{h}} ; \mathrm{h}=1, \ldots, \mathrm{~g}
\end{array}\right.
$$

$\mu^{\prime \prime}$ is thus a weighted average of the initial salaries and $\eta_{h}$ is the deviation of the initial salary of group $h$ from this average. The weights obviously determine the interpretation of $\mu^{\prime \prime}$ and $\eta_{\mathrm{h}}$. This problem will be dealt with in some detail in chapter 5.

The characteristic features of the two expressions $(4: 85)$ and $(4: 87)$ give a new model which will be used in a more or less generalized form in chapter 5 to analyse the salary structure in cross sections of Swedish industry.

$$
\left\{\begin{array}{l}
E\left(\ln L_{T f b} .\right)=\mu+\sum_{h=1}^{g} \eta_{h} X_{h}+\sum_{\mathrm{j}=1}^{m} \omega_{\mathrm{j}} \mathrm{Y}_{\mathrm{j}}+\sum_{\mathrm{i}=0}^{\mathrm{c}} \kappa_{\mathrm{i}} Z_{i} ; \\
\sum_{\mathrm{h}=1}^{\mathrm{g}} W_{h}^{\eta} \eta_{\mathrm{h}}=0 ; \\
\sum_{\mathrm{j}=1}^{m} W_{\mathrm{j}}^{\omega} \omega_{\mathrm{j}}=0 ; \\
\sum_{i=0}^{c} W_{i}^{\kappa} \kappa_{\mathrm{i}}=0 ; \tag{4:91~d}
\end{array}\right.
$$

A particular set of weights was chosen in (4:85), namely $\mathrm{W}^{\omega}=\mathrm{W}_{0}^{K}=1$ and all other weights equalled zero. These weights gave a convenient interpretation of the parameters $\omega_{j}$ and $\kappa_{\mathrm{i}}$, but they are not the only feasible weights. To keep the model general, no specific weights are specified in (4:91). We will return to this problem in chapter 5. $\mu$ is interpreted as an overall average expected logarithmic salary and the parameters $\eta_{\mathrm{h}}, \omega_{\mathrm{j}}$ and $\kappa_{\mathrm{i}}$ express deviations from this average due to group, age and job level respectively. Models of this kind have previously been applied by for instance Hill [1959], Klevmarken [1968a] and Holm [1970].

## CHAPTER 5

## A CROSS SECTIONAL ANALYSIS OF SALARY DIFFERENCES

In the previous chapter a model was developed for the analysis of both cohort and cross section age-earnings profiles, and the last section of the chapter indicated how this model could be transformed so as to cover a more detailed cross section analysis. Salary differences in several cross sections from the SAF salary statistics will be analysed in this chapter by models of this kind, i.e. models of the class of general linear models of less than full rank. The property not of full rank implies that the parameters of a model are not all unique, and that the normal equations do not have a unique solution. In the traditional application of the general linear model, which is to investigate estimable linear functions of the parameters, any solution of the normal equations will do to obtain a least squares estimate of the linear function or to make some of the usual tests. With this application in mind it is easy to understand that it is the multiplicity of solutions to the normal equations which is usually seen as the main problem. For instance, Searle writes (Searle [1971] p. 209): »The source of difficulties with the model not of full rank is that the normal equations... have no unique solution.» The problem is thus primarily seen as an estimation problem, one of finding an arbitrary solution to the normal equations. This can be done by imposing appropriate constraints on the solution or by utilizing the approach based on generalized inverses of a matrix. The two are of course intimately related.

The present application differs somewhat from the traditional one. Our interest is not focused on estimable linear functions of parameters, rather we look for a convenient and general description of the salary structure. It should be possible to use it for many different comparisons including those which involve non-estimable linear parameter functions. The fundamental problem is therefore the non-uniqueness of the parameters and their interpretation. It can formally be solved by an appropriate standardization of the parameters, i.e. by imposing constraints on the parameters in order to obtain uniqueness. The constraints cannot be chosen arbitrarily. They should not reduce the rank of the model unless this is desired for non-statistical a priori reasons. We may then speak of
restricted models. ${ }^{\star}$ However, there are still an infinite number of possible ways of standardization, i.e. an infinite number of feasible constraints. Each set of constraints implies a certain interpretation of the parameters. In one application one interpretation may be more convenient than another, while in another application another interpretation may be preferred. In the more traditional approach the interpretation of the parameters implied by the constraints used is irrelevant, but this is not so in the present approach. The result of comparisons sometimes depends on the choice of constraints.

It is convenient to change somewhat the notation used in chapter 4 and to state the basic features of linear models not of full rank using this new notation before the empirical analysis is started. This is done in section 5.1. The choice of constraints and the interpretation of the parameters implied by the constraints are also treated in the same section. The first part of section 5.2 is a survey of the variables and particular models used in the analysis of each cross section and the second part contains the empirical results. The empirical analysis in this chapter differs from the previous one by the fact that individual salaries are used rather than averages.

### 5.1 MODELS AND METHODS

### 5.1.1 Basic features of the models

Suppose individual salaries of a particular group of employees are observed in a given month. The problem given is to analyse how these salaries depend on factors such as education and job. In order that the analysis may be rendered more simple, it will be limited for the moment to these two factors.

[^26]The following notation is introduced:
$\mathrm{p}=$ number of educations
$\mathrm{q}=$ number of jobs
$n_{i j}=$ number of employees with education i and job $\mathrm{j} ; \mathrm{i}=1, \ldots, \mathrm{p} . \mathrm{j}=1, \ldots, \mathrm{q}$.
$n_{i} .=\sum_{j=1}^{q} n_{i j}=$ number of employees with education $i ; i=1, \ldots, p$.
$n_{\cdot j}=\sum_{i=1}^{p} n_{i j}=$ number of employees with job $j ; j=1, \ldots, q$
$n . .=\sum_{i=1}^{p} n_{i \cdot}=\sum_{j=1}^{q} n_{\cdot j}=\sum_{i=1}^{p} \sum_{i=1}^{q} n_{i j}=$ the total number of employees, i.e.
the total number of observations.
$\mathrm{L}_{\mathrm{ijk}}=$ the salary of the k -th employee with education i and job $\mathrm{j} . \mathrm{k}=1, \ldots, \mathrm{n}_{\mathrm{ij}}$.
Suppose now that $\mathrm{L}_{\mathrm{ijk}}$ can be looked upon as the product of two components, one which depends only on education and job and one which does not depend on either of these two factors.

$$
\begin{equation*}
\mathrm{L}_{\mathrm{ijk}}=\phi_{\mathrm{ij}} \times \mathrm{u}_{\mathrm{ijk}} \tag{5:1}
\end{equation*}
$$

In the following sections $\phi_{\mathrm{ij}}$ will be treated as a non-stochastic component and $u_{i j k}$ as a stochastic variable. What is the nature of $u_{i j k}$ ? If the observations are obtained by a sampling survey $\mathrm{u}_{\mathrm{ijk}}$ may simply be looked upon as a sampling error. But in econometrics all possible individuals are very often surveyed which is also the case in this study, except for non-response, and the usual sampling error interpretation is not possible. $u_{i j k}$ is rather a part of the salary setting process, i.e. this process is stochastic and not primarily generated by the survey methods. This of course does not exclude the possibility that there are measurement errors and the like which may also be included in $u_{i j k}$.

It is very common in econometrics to look upon $\mathrm{u}_{\mathrm{ijk}}$ as a residual which contains everything not explained by $\phi_{\mathrm{ij}}$. This view does not necessarily conflict with the interpretation of $u_{i j k}$ given above. On the contrary a list of factors possibly omitted from the non-stochastic component may help to specify realistic properties of $u_{i j k}$.

The stochastic properties given to $u_{i j k}$ explicitly or implicitly imply that $u_{i j k}$ follows a certain distribution. The observations are then considered as realizations drawn from this distribution. What inferences can then be made from this kind of model? The answer depends on how general the model is believed to be. It has already been mentioned that the whole population of individuals for a given time period has been surveyed. Does the model also have validity for other
populations of individuals at other time periods? Usually the econometrician wants to give his model some validity outside the sample period or outside the surveyed population of individuals, but on the other hand he readily admits that the model is probably no good »far from» the sample period and for populations »different» from the surveyed one. In econometrics this is named „structural changes». Gadd and Wold [1964] have even developed a measure of structural changes, the Janus coefficient. When econometric models are used in forecasting it is common for anticipated structural changes during the forecasting period to be built into the model after the estimation is completed. It is usually difficult to specify how valid a model is outside the population and time period observed ; to be strictly formal it is only valid inside this domain. Is it then at all interesting to make inferences for a hypothetical distribution valid for a limited group of individuals and for one historical time period, when we know the actual realizations of the process? If the analysis is to have any value besides a description of historical facts, we have to admit that the results may reveal something of an economic structure, which is valid in a more general context. An important observation is, however, that an inference drawn to a domain outside the observed population of individuals and sample period is usually not a statistical inference but an inference based on the economists expert judgement. This may perhaps be seen as a result of insufficient model building and a lack of confidence in econometric models.

The purpose of bringing these questions up has not been to analyse philosophical aspects of econometric model building, but rather to indicate how the author looks upon the statistical methods in this context and how, in his opinion, the results of this study should be interpreted.

Following the procedures of the two preceding chapters, (5:1) is converted into logarithms.

$$
\begin{equation*}
\ln \mathrm{L}_{\mathrm{ijk}}=\ln \phi_{\mathrm{ij}}+\ln \mathrm{u}_{\mathrm{ijk}} \tag{5:2}
\end{equation*}
$$

The specific properties of $u_{i j k}$ will not be specified until needed, except that

$$
\begin{equation*}
\mathrm{E}\left(\operatorname{lnu}_{\mathrm{ijk}}\right)=0 \tag{5:3}
\end{equation*}
$$

The expected value of $\ln \mathrm{L}_{\mathrm{ijk}}$ is then $\ln \phi_{\mathrm{ij}}$. In analogy with the models in chapter $4, \ln \phi_{\mathrm{ij}}$ is broken down into three components

$$
\begin{equation*}
\ln \phi_{\mathrm{ij}}=\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p} . \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:4}
\end{equation*}
$$

$\mu$ is the expected average salary and $\alpha_{\mathrm{i}}$ and $\beta_{\mathrm{j}}$ the deviations from the average due to education i and job j respectively. To simplify the notation $\epsilon_{\mathrm{ijk}}$ is substituted for $\ln \mathrm{u}_{\mathrm{ijk}}$ and $\ell_{\mathrm{ijk}}$ for $\ln \mathrm{L}_{\mathrm{ijk}}$. We now obtain

$$
\begin{align*}
& \ell_{i j k}=\mu+\alpha_{i}+\beta_{j}+\epsilon_{\mathrm{ijk}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p}, \quad \mathrm{j}=1, \ldots, \mathrm{q}  \tag{5:5}\\
& \mathrm{E}\left(\epsilon_{\mathrm{ijk}}\right)=0 \tag{5:6}
\end{align*}
$$

To obtain (5:5) in a form similar to the usual linear regression model it can be rewritten once again with dummy variables, one for each education and one for each job.

$$
\begin{equation*}
\dot{\ell}_{\mathrm{ijk}}=\mu+\sum_{\mathrm{i}=1}^{\mathrm{p}} \alpha_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}+\sum_{\mathrm{j}=1}^{\mathrm{q}} \beta_{\mathrm{j}} \mathrm{Y}_{\mathrm{j}}+\epsilon_{\mathrm{ijk}} \tag{5:7}
\end{equation*}
$$

The value of $X_{i}$ is unity when an employee has education $i$ and is otherwise zero, and the value of $Y_{j}$ is unity when he belongs to job $j$ and is otherwise zero.

For each set of dummy variables corresponding to one of the factors education and job and for each observation, it is true that the sum of the dummy variables is always equal to one,

$$
\begin{equation*}
\sum_{i=1}^{p} X_{i}=\sum_{j=1}^{q} Y_{j}=1 \tag{5:8}
\end{equation*}
$$

i.e. the dummy variables of a set are linearly dependent. The parameters of the model (5:7) are then not unique. To see this, add an arbitrary constant to all $\alpha_{\mathrm{i}}$ (or all $\beta_{\mathrm{j}}$ ). It is then possible to compensate for the increased $\alpha_{\mathrm{i}}$ 's ( $\beta_{\mathrm{j}}$ 's) by subtracting the same constant from $\mu$, without changing the value of $\ell_{\mathrm{ijk}}$. To obtain unique parameters we choose to impose constraints. As there are two independent linear dependences among the dummy variables, two independent linear constraints are needed. They are traditionally of the following form.

$$
\begin{align*}
& \sum_{i=1}^{p} W_{i \cdot} \alpha_{i}=0  \tag{5:9}\\
& \sum_{j=1}^{q} W_{\cdot j} \beta_{j}=0 \tag{5:10}
\end{align*}
$$

The weights $W_{i_{\bullet}}$ and $W_{\cdot j}$ have to be chosen according to certain rules which will be discussed in a following section.

As the dependent variable is the natural logarithm of monthly salaries, $100 \alpha_{i}$ can approximately be interpreted as the percentage deviation from the average
salary due to education i , and $100 \beta_{\mathrm{j}}$ analogously. In the present applications the approximation is rather good in the interva? $-15 \%$ to $+15 \%$. Similarly for two educational qualifications i and $\mathrm{r} 100\left(\alpha_{\mathrm{i}}-\alpha_{\mathrm{r}}\right)$ is interpreted as the percentage salary difference due to education.

In the model (5:7) the effect due to education and the effect due to job are additive, i.e. the effect due to education does not depend on the job and vice versa. The model is called an additive model. This is not always a realistic assumption. The ratio between the expected salaries of two educational qualifications may depend on the job or, which is the same thing, the ratio between the expected salaries of two jobs may depend on the education selected for the comparison. If this is the case there is interaction between the two factors education and job. To investigate interactions, effects due to each combination of education and job, $\gamma_{\mathrm{ij}}$, can be added to the model. The expression (5:5) is then reformulated as

$$
\begin{equation*}
l_{\mathrm{ijk}}=\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}+\epsilon_{\mathrm{ijk}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p} . \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:11}
\end{equation*}
$$

and (5:7) as

$$
\begin{equation*}
\ell_{i j k}=\mu+\sum_{i=1}^{p} \alpha_{i} x_{i}+\sum_{j=1}^{q} \beta_{\mathrm{j}} \mathrm{y}_{\mathrm{j}}+\Sigma \gamma_{\mathrm{ij}}\left(\mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{j}}\right)+\epsilon_{\mathrm{ijk}} \tag{5:12}
\end{equation*}
$$

$\left(\mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{j}}\right)$ can be considered as a member of a new set of dummy variables the value of which is unity when an observation belongs to education i and job j and is otherwise zero. The parameters in $(5: 11)$ and $(5: 12)$ are not unique. This can be seen for instance in the following way. Suppose there are pq unique expected values $\ln \phi_{\mathrm{ij}}$.

$$
\begin{equation*}
\ln \phi_{\mathrm{ij}}=\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p} . \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:13}
\end{equation*}
$$

There are thus pq independent equations but $\mathrm{pq}+\mathrm{p}+\mathrm{q}+1$ unknown parameters. It is thus impossible to solve (5:13) for these parameters and to obtain a unique solution unless $\mathrm{p}+\mathrm{q}+1$ independent constraints are added to the system of equations. If ( $5: 9$ ) and ( $5: 10$ ) are used as before another $\mathrm{p}+\mathrm{q}-1$ constraints are needed. The new constraints are built up in the following way

$$
\begin{align*}
& \sum_{i=1}^{p} W_{i j} \gamma_{i j}=0 ; \quad j=1, \ldots, q  \tag{5:14}\\
& \sum_{j=1}^{q} W_{i j} \gamma_{i j}=0 ; \quad i=1, \ldots, p \tag{5:15}
\end{align*}
$$

These constraints are not linearly independent, one constraint is redundant and can be dropped. It is immaterial which one is chosen. There will then remain $\mathrm{p}+\mathrm{q}-1$ independent constraints.

The so called »main effects» $\alpha_{\mathrm{i}}\left(\right.$ and $\left.\beta_{\mathrm{j}}\right)$ no longer tell the whole story in a comparison between two educational qualifications (jobs). If interactions are important it is necessary to specify the job (education) for which the comparison is done and to include the interaction effect $\gamma_{\mathrm{ij}}$. For instance, for the educational qualifications $i$ and $r$, the percentage difference in job $j$ due to education is (approximately) $100\left(\alpha_{\mathrm{i}}+\gamma_{\mathrm{ij}}-\alpha_{\mathrm{r}}-\gamma_{\mathrm{rj}}\right)$ per cent according to (5:11) and (5:12). $100\left(\alpha_{i}-\alpha_{\mathrm{r}}\right)$ can now only be interpreted as an average difference due to education. The interpretation of the parameters is treated more thoroughly in section 5.1.2.2.

### 5.1.2 The choice of constraints

### 5.1.2.1 Formal properties of the constraints

The model (5:12) can be written in matrix form

$$
\begin{equation*}
\ell=\mathrm{Z} \tau+\epsilon ; \tag{5:16}
\end{equation*}
$$

where

$$
\begin{aligned}
& \ell=\left\{\ell_{\mathrm{ijk}}\right\}_{\mathrm{n} . . \times \mathrm{x} 1} \\
& Z=\left\{1, x_{1 k}, \ldots, x_{p k}, y_{1 k}, \ldots, y_{q k},\left(x_{1} y_{1}\right)_{k}, \ldots,\left(x_{1} y_{q}\right)_{k}, \ldots,\left(x_{p} y_{q}\right)_{k}\right\}_{n} \ldots x c \\
& \tau^{\prime}=\left\{\mu, \alpha_{1}, \ldots, \alpha_{\mathrm{p}}, \beta_{1}, \ldots, \beta_{\mathrm{q}}, \gamma_{11}, \ldots, \gamma_{1 \mathrm{q}}, \gamma_{\mathrm{pq}}\right\}_{1 \times \mathrm{c}} \\
& \epsilon=\left\{\epsilon_{\mathrm{ijk}}\right\}_{\mathrm{n} . . \mathrm{x} 1}
\end{aligned}
$$

With an expression borrowed from experimental statistics Z is the design matrix. The number of parameters (columns of $Z$ ) is $c$. With the notation previously introduced it is true that

$$
\begin{equation*}
\mathrm{c} \leqslant 1+\mathrm{p}+\mathrm{q}+\mathrm{pq} \tag{5:17}
\end{equation*}
$$

The inequality is valid when one or more interactions do not exist. Any model of the same kind as $(5: 12)$ can of course be written in matrix form in the same
way as this model. The results obtained below are true for any model of the form ( $5: 16$ ) and are in particular not limited to a model with two factors.

The difference $\ell-\epsilon$ is now denoted $g$ and $(5: 16)$ is written

$$
\begin{equation*}
\mathrm{Z} \tau=g \tag{5:18}
\end{equation*}
$$

This implies that $g$ is in the column space of Z . For the particular model in the previous section it was demonstrated that the columns of Z were linearly dependent. It will now be assumed that

$$
\begin{equation*}
\operatorname{rank} \mathrm{Z}=\mathrm{r}<\mathrm{c} \tag{5:19}
\end{equation*}
$$

where $c$ is the number of columns of $Z$. Since $g$ is in the column space of $Z$ a solution exists (Pringle \& Rayner [1971], theorem 1.6 p.9). It is well known (see for instance Pringle \& Rayner [1971] p. 10) that the general solution of (5:18) is

$$
\begin{equation*}
\tau=\mathrm{Z}^{-} g+\left(\mathrm{I}-\mathrm{Z}^{-} \mathrm{Z}\right) k ; \tag{5:20}
\end{equation*}
$$

where k is an arbitrary $\mathrm{c} \times 1$ vector and $\mathrm{Z}^{-}$a generalized inverse of Z . ${ }^{\star}$ There is thus an infinite number of $\tau$ vectors $(5: 20)$ which satisfy $(5: 18)$. As has already been explained the non-uniqueness of $\tau$ is not satisfactory from the viewpoint of interpretation and presentation. We will therefore choose one of the possible values of $\tau$ which lends itself to a convenient interpretation. This will be done by imposing appropriate additional constraints on the parameter vector $\tau$. Appropriate here means that for every $g$ in the column space of $Z$ the constraints and (5:18) give
a) one and only one of the solutions defined by $(5: 20)$ and
b) that this solution can be interpreted in a meaningful and desired way. Necessary and sufficient conditions for the first requirement will be considered in what remains of this section and the problem of interpretation will be treated in the following section.

The constraints chosen are of the following linear and homogeneous form

$$
\begin{equation*}
\mathrm{H} \tau=0 \tag{5:21}
\end{equation*}
$$

[^27]where the matrix H is of the order $\mathrm{t} \times \mathrm{c}$. $(5: 18)$ and $(5: 21)$ together now form a new equation system

$\left\{\begin{array}{c}\mathrm{Z} \\ -\mathrm{H}\end{array}\right\} \tau=\left\{\begin{array}{c}g \\ - \\ 0\end{array}\right\}$;
It has been proved by several authors, for instance by Plackett [1950], Scheffé [1959] and Seber [1966] that necessary and sufficient conditions for the existence of a unique solution to the equation system (5:22) for every $g$ in the column space of $Z$.
i) rank $\left\{\begin{array}{c}Z \\ -H\end{array}\right\}=c$;
ii) no linear combination of the rows of H except the null vector, is a linear combination of the rows of Z .
Yet another proof is given in appendix B. For matrices H which are chosen such that the two conditions are satisfied the unique solution of $(5: 22)$ is

$$
\begin{equation*}
\tau=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g \tag{5:23}
\end{equation*}
$$

For a proof see the references given above or appendix B.
For given matrices Z and H it may be difficult to investigate whether or not condition ii) is satisfied. (There is usually no problem in determining the rank of a matrix, and the investigation of condition i) does not therefore raise any major difficulties.)It is therefore useful to observe that Z and H are complementary. ${ }^{\star}$ It then follows that the two conditions above are equivalent to the following two
i) $\operatorname{rank}\left\{\begin{array}{c}\mathrm{Z} \\ \mathrm{H}\end{array}\right\}=\mathrm{c}$;
iii) $\operatorname{rank} \mathrm{Z}+\operatorname{rank} \mathrm{H}=\operatorname{rank}\left\{\begin{array}{l}\mathrm{Z} \\ -\mathrm{H}\end{array}\right\}$;

For a proof see appendix B.
In order to test whether a given matrix H satisfies the conditions, one method is to determine the rank of the matrices $Z, H$ and $\left\{-\frac{Z}{\mathrm{H}}\right\}$ and to find out whether the sum of rank Z and rank $H$ equals rank $\left\{-\frac{\mathrm{Z}}{\mathrm{H}}-\right\}$ and the number of unknown parameters. With modern computer techniques such a test can be incorporated in a regression program (Cedheim \& Klevmarken [1969]).

An alternative method is suggested by Plackett [1950]. The following results are stated without proof. As rank Z is less than c there exists D of order $\mathrm{c} \times(\mathrm{c}-\mathrm{r})$ and rank $(\mathrm{c}-\mathrm{r})$ such that $\mathrm{ZD}=0$. One possibility is to choose the matrix

[^28]\[

\mathrm{D}=\left[$$
\begin{array}{l}
\mathrm{Z}_{\mathrm{rr}}^{-1} \mathrm{Z}_{\mathrm{r}(\mathrm{c}-\mathrm{r})}  \tag{5:24}\\
-\mathrm{I}(\mathrm{c}-\mathrm{r})
\end{array}
$$\right] ;
\]

where $Z_{r r}^{-1}$ is the inverse of a non-singular $r \times r$ submatrix $Z_{r r}$ of $Z$. Since rank Z is r , such a matrix exists. $\mathrm{Z}_{\mathrm{r}(\mathrm{c}-\mathrm{r})}$ is a matrix of the remaining elements in the same rows of Z used to form $\mathrm{Z}_{\mathrm{rr}}$. If H is a ( $\left.\mathrm{c}-\mathrm{r}\right) \times \mathrm{r}$ matrix of rank ( $\mathrm{c}-\mathrm{r}$ ) such that HD is non-singular, $\operatorname{rank} \mathrm{H}$ is $(\mathrm{c}-\mathrm{r})$ and $\left.\operatorname{rank}\left\{-\frac{\mathrm{Z}}{\mathrm{H}}\right\}\right\}$ is c which implies that rank $H+\operatorname{rank} Z=\operatorname{rank}\left\{\frac{\mathrm{Z}}{\mathrm{H}}\right\}$. (In addition to Plackett [1950] and [1960] a proof is also given by Seber [1966].) The method is thus first to find D such that $\mathrm{ZD}=0$ and then to test whether HD is nonsingular. As this method presupposes that rank Z is known since otherwise a matrix H with exactly ( $\mathrm{c}-\mathrm{r}$ ) rows cannot be chosen, and as the process of finding a $D$ and then testing HD for singularity does not seem more convenient in computer work than the rank tests suggested above, this method does not offer any practical advantages.

Although we now have at least two methods of checking whether a given matrix H fulfils the necessary and sufficient conditions, the problem of choosing a matrix H for this test still remains. It is of course desirable that the H first chosen should fulfil the conditions. It is usually convenient to choose a matrix H with no more than $\mathrm{c}-\mathrm{r}$ rows to avoid the sum of rank Z and rank H being greater than rank $\left\{\mathrm{Z}^{\prime} ; \mathrm{H}^{\prime}\right\}$. It is thus necessary to know r, i.e. rank Z which can usually be calculated fairly easily for the models used in this study. To see this we will investigate the rank of a sequence of models starting with the most simple one-factor model

The regressor matrix of a one-factor model is represented in (5:25).

$$
\begin{array}{r}
\mu
\end{array} \alpha_{1} \alpha_{2} \ldots \ldots a_{p},
$$

In the following $a_{\mathrm{i}}$ is called the i-th level of factor $a$ and it is assumed that there is one and only one observation on each factor level in the case of only one factor and on each factor combination in the case of more than one factor. This assumption is no limitation. If there is more than one observation on a factor combination the corresponding row in the regressor matrix is repeated as many times as there are observations; it does not change the rank of the matrix.

As $(5: 25)$ is of the order $\mathrm{p} x(\mathrm{p}+1)$, $\operatorname{rank}(5: 25) \leqslant \mathrm{p}$. By inspection it is easy to find that the last p columns form an identity matrix. Thus rank $(5: 25)=\mathrm{p}$. The columns of the matrix are linearly dependent. The sum of the last $p$ columns equals the first.

The regressor matrix for an additive two-factor model is obtained from ( $5: 25$ ) by a repetition of each row in this matrix once for each level of the new factor $\beta$. The $\alpha$-regressors still add up to the first column and so do the $\beta$-regressors. As the columns in the new regressor matrix $(5: 26)$ are $\mathrm{p}+\mathrm{q}+1$ which is less than the number of rows, $\operatorname{rank}(5: 26) \leqslant \mathrm{p}+\mathrm{q}+1-2$. To assure that there is equality
we first note that the rank of the matrix formed by the first $p+1$ columns is $p$ (this matrix is the same as ( $5: 25$ ), except that each row is repeated $q$ times which does not change its rank), and secondly that no linear combination of ( $q-1$ ) of the $\beta$-regressors is also a linear combination of the $\mu$-and $\alpha$-regressors except the zero vector. Suppose for instance that the last $\beta$-regressor is dropped. A linear combination of the remaining ( $\mathrm{q}-1$ ) columns must always have a zero element in the $\mathrm{q}-\mathrm{th}, 2 \mathrm{q}-\mathrm{th},-\cdots$, and $\mathrm{pq}-\mathrm{th}$ position and as it is impossible to form a linear combination of the first $p+1$ columns with this property, $\operatorname{rank}(5: 26)=$ $=\mathrm{p}+\mathrm{q}-1$.

The same arguments can be repeated for any number of factors which gives the following general rule for an additive model.
rank (regressor matrix $)=\sum_{i=1}^{\mathrm{f}}\left(\mathrm{p}_{\mathrm{i}}-1\right)+1 ;$
where $p_{i}$ is the number of levels of factor $i$ and $f$ the number of factors.
Consider now a two-factor model with interactions [(5:28)].


To simplify the notation all zero elements have been omitted from the matrix. By assumption ( $5: 28$ ) has pq rows and $1+\mathrm{p}+\mathrm{q}+\mathrm{pq}$ columns and thus rank $(5: 28) \leqslant \mathrm{pq}$. As the last pq columns form an identity matrix there is equality and rank $(5: 28)=p q$. There are thus $p+q+1$ independent linear relations among the columns. The same two relations from the additive model still hold, namely that the sum of the $\alpha$-regressors and the sum of the $\beta$-regressors each equal the $\mu$-regressor. Furthermore, for each ithe sum of the $(\alpha \beta)_{i j}$ columns over j equals the $\alpha_{\mathrm{i}}$ column and for each j the sum of the $(\alpha \beta)_{\mathrm{ij}}$ columns over all i equals the $\beta_{\mathrm{j}}$ column. However, this does not give $\mathrm{p}+\mathrm{q}$ independent relations, but $\mathrm{p}+\mathrm{q}-1$; because one can be obtained from the others. This is seen from the following vector relations.

$$
\begin{align*}
& \mu=\sum_{i=1}^{p} \alpha_{i} ;  \tag{5:29}\\
& \beta_{q}=\mu-\sum_{j=1}^{q-1} \beta_{j}=\sum_{i=1}^{p} \alpha_{i}-\sum_{j=1}^{q-1} \beta_{j} ;  \tag{5:30}\\
& \alpha_{i}=\sum_{j=1}^{q}(\alpha \beta)_{i j} ; \quad i=1, \ldots, p  \tag{5:31}\\
& \beta_{j}=\sum_{i=1}^{p}(\alpha \beta)_{i j} ; \quad j=1, \ldots,(q-1) \tag{5:32}
\end{align*}
$$

After substitution of $(5: 29)$ and ( $5: 32$ ) into ( $5: 30$ ) and a change of the summation order we obtain

$$
\begin{equation*}
\beta_{q}=\sum_{j=1}^{q} \sum_{i=1}^{p}(\alpha \beta)_{i j}-\sum_{j=1}^{q} \sum_{i=1}^{p}(\alpha \beta)_{i j}=\sum_{i=1}^{p}(\alpha \beta)_{i q} \tag{5:33}
\end{equation*}
$$

$\mathrm{p}+\mathrm{q}+1$ independent linear relations have now been demonstrated.
The vector $\left\{\ln \phi_{\mathrm{ij}}\right\}_{\mathrm{pq} \mathrm{\times 1}}$ of a two-factor model with interactions as (5:13) thus belongs to a pq-dimensional space, while a model without interactions is restricted to a $\mathrm{p}+\mathrm{q}-1$ dimensional space. The restrictions imposed on the additive model are of the following kind. For instance for $\mathrm{p}=\mathrm{q}=2$, $(5: 13)$ gives

$$
\begin{equation*}
\ln \phi_{\mathrm{ij}}=\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}} ; \quad \mathrm{i}=1,2 . \quad \mathrm{j}=1,2 \tag{5:34}
\end{equation*}
$$

which yields the restriction

$$
\begin{equation*}
\ln \phi_{11}-\ln \phi_{12}=\ln \phi_{21}-\ln \phi_{22} \tag{5:35}
\end{equation*}
$$

In this particular case, $\mathrm{p}=\mathrm{q}=2$, there is only one restriction on $\left\{\ln \phi_{\mathrm{ij}}\right\}$ which belongs to a 3-dimensional space. In the general additive two-factor model there are $(p-1)(q-1)$ independent restrictions

$$
\begin{equation*}
\ln \phi_{\mathrm{ij}}-\ln \phi_{\mathrm{kj}}=\ln \phi_{\mathrm{i} 1}-\ln \phi_{\mathrm{k} 1} \tag{5:36}
\end{equation*}
$$

imposed on $\left\{\ln \phi_{\mathrm{ij}}\right\}$ by the model.
The introduction of a third factor, first only in additive form, changes the regressor matrix of the model. Each row in $(5: 28)$ is repeated once for every level of the new factor. The regressors belonging to this factor add up to the $\mu$-vector in analogy to the first two factors, but except for this linear relation the third factor does not introduce new linear relations among the columns. To see this, suppose the third factor has $r$ levels and that one of its regressors is dropped, for instance the $k$-th one. Then the $k$-th, $(k+r)$-th, $(k+2 r)$-th, $-\quad-$ rows in the matrix, formed by the remaining $k-1$ regressors, only have zero elements. As it is impossible to obtain a linear combination of the first $1+\mathrm{p}+\mathrm{q}+\mathrm{pq}$ regressors with zero elements in these rows, there is no linear combination of these regressors which is also a linear combination of the last $\mathrm{r}-1$ regressors, except the zero vector. The rank of the regressor matrix with three factors and one two-factor interaction is thus $\mathrm{pq}+\mathrm{r}-1$.

Expansion of the model by a new two-factor interaction, for instance between the first and the third factor, adds pr columns to the regressor matrix. Analogously to the two-factor model there are $\mathrm{p}+\mathrm{r}-1$ independent relations between the new pr regressors and the old $1+p+q+r+p q$ regressors. There are no more linear relations which can be seen from the following example with $\mathrm{p}=\mathrm{q}=2$ and $\mathrm{r}=3$ [(5:37)].

Suppose the first 6 and the last 4 regressors are dropped, the remaining 8 regressors are then linearly independent and the rank of the matrix is 8 . The rank of a three-factor model with two two-factor interactions is $\mathrm{pq}+\mathrm{pr}-\mathrm{p}=$ $=(\mathrm{p}-1)(\mathrm{q}-1)+(\mathrm{p}-1)(\mathrm{r}-1)+(\mathrm{p}-1)+(\mathrm{q}-1)+(\mathrm{r}-1)+1$.

Although more complicated, the same kinds of argument can be applied to models involving more factors and interactions. Our findings may then be generalized to a model with $f$ factors and $s \leqslant\binom{ f}{2}$ two-factor interactions

$$
\begin{equation*}
\text { rank (regressor matrix })=1+\sum_{i=1}^{f}\left(p_{i}-1\right)+\sum_{\{i j\}=1}^{s}\left(p_{i}-1\right)\left(p_{j}-1\right) ; \tag{5:38}
\end{equation*}
$$

As the number of parameters m is

$$
\begin{equation*}
\mathrm{m}=1+\sum_{\mathrm{i}=1}^{\mathrm{f}} \mathrm{p}_{\mathrm{i}}+\sum_{\{\mathrm{ij}\}=1}^{\mathrm{s}} \mathrm{p}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}} \tag{5:39}
\end{equation*}
$$


the number of constraints required, c , is

$$
\begin{equation*}
\mathrm{c}=\mathrm{m}-\mathrm{rank}=\mathrm{f}+\sum_{\{\mathrm{ij}\}=1}^{\mathrm{s}}\left(\mathrm{p}_{\mathrm{i}}+\mathrm{p}_{\mathrm{j}}-1\right) \tag{5:40}
\end{equation*}
$$

Even if the rules given are followed it may occur that the rankcheck indicates that rank $\left\{\mathrm{Z}^{\prime} ; \mathrm{H}^{\prime}\right\}$ is less than the number of parameters and the sum of rank Z and rank H . This was a rare occurrence in our applications but when it happened it was usually possible to trace it back to a »numerical» singularity rather than a true singularity of $\left\{\mathrm{Z}^{\prime}\left\{\mathrm{H}^{\prime}\right\}\right.$. As will be shown in the next section the matrices H used in practical work are sometimes formed on the basis of the number of observations in each factor combination. Experience then indicates that numerical singularity may occur when the observations are distributed very unevenly.

It still remains to determine a particular set of constraints. The set of possible constraints is restricted to those which fulfil the two conditions i)and ii) on page 141 (or i) and iii) on page 141) and the choice cannot thus influence the rank of the model, only the interpretation of the parameters. In the next section four particular sets of constraints will be explored.

### 5.1.2.2 Four specific sets of constraints

In an additive model the effects due to one of the factors are independent of the other factors. This is illustrated in figure $5: 1$ for a model with two factors, education and job level. There are two kinds of education and four job levels.

Figure 5:1. Main effects in an additive model


The upper solid curve shows the logarithmic salaries for employees with education 1 at various job levels. The lower curve shows the logarithmic salaries for employees with education.2. As the slope of the two curves in the diagram is positive the logarithmic salary increases by job level. The distance between the two curves is the same independently of job level as the model is additive, in this particular case they are two parallel lines. This distance then is a natural measure of the difference between the two educational effects.

The choice of constraints defines the overall average $\mu$, (the line of short dashes). It also determines where along the job-level-axis the main effects are defined. If for instance, the constraints ăre chosen so that observations from high level jobs are given a heavy weight, the effect due to education 1 can be interpreted as a difference between the upper solid line and the line of short dashes in the upper job range, for example $\alpha_{1}$, and similarly for the effect due to education $2, \alpha_{2}$. If the observations from low level jobs are weighted heavily the main effects may for instance be defined as $\alpha_{1}^{\prime}$ and $\alpha_{2}^{\prime}$. The latter then is negative. In both cases the difference between the two effects is the same.

The choice of constraints and the corresponding interpretation of the parameters may be of particular importance for models with interactions. Suppose for instance we have a two-factor model as before, but education and job level now interact as shown in figure 5:2. There is in this case no unique difference between the two kinds of education. What should properly be understood by a main effect therefore is unclear. If the difference between the two educational effects is measured at job level 5 the results is A but at level 2 the difference is larger, B. It is probably possible to choose constraints which define the main effects at job levels outside the present interval of levels and still satisfy the formal requirements. With constraints of this type the interpretation of the main effects would in most cases be rather strange. The difference $C$ in figure $5: 2$ is one example, where even the sign in the comparison between the kinds of education is reversed. In cases with interactions it is usually satisfactory to define the difference between two main effects as some kind of an average of all possible differences inside the present range of categories, (job level 5-2 in this example).

In the following four sets of constraints will be suggested and their corresponding interpretation of the model parameters investigated and compared. The first set defines the main effects of education at a certain job level and vice versa, while the three remaining sets define the educational effects as averages over

Figure 5:2. Main effects in a model with interactions

job levels and vice versa. All of them are more or less common in practice. The first two have perhaps been applied most frequently in the analysis of non-experimental data (Suits [1957], Scheffé [1959], and Melichar [1965]), while the last is usually applied in the analysis of experimental data. By experience they have all been found to fulfil the conditions i) and ii) on page 141 provided that no combinations of categories are missing. The choice between them is primarily determined by the parameter interpretation desired. There are times when this criterion is not enough to single out only one set of constraints, but two or three alternatives may all give convenient interpretations. It is then relevant to investigate whether the estimates obtained by the different sets differ very much. If they give approximately the same result any of them will suffice. The interpretation of the parameters which follows from each of the four sets of constraints is investigated in a formal way in this section, while an empirical comparison is reserved for section 5.2.2.

For reasons of simplicity only the two-factor model is treated, but the results can be generalized. The same notation is used as before, see expressions (5:4) and (5:13).

The first set of constraints

$$
\begin{align*}
& \alpha_{\mathrm{I}}=0 ;  \tag{5:41}\\
& \beta_{\mathrm{J}}=0 ;  \tag{5:42}\\
& \gamma_{\mathrm{iJ}}=0 ; \quad \mathrm{i}=1, \ldots, \mathrm{p}  \tag{5:43}\\
& \gamma_{\mathrm{Ij}}=0 ; \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:44}
\end{align*}
$$

I is a particular education and J a particular job. Substitution of these constraints into $(5: 13)$ yields the following interpretation of the parameters.

$$
\begin{align*}
& \mu=\ln \phi_{\mathrm{IJ}} ;  \tag{5:45}\\
& \alpha_{\mathrm{i}}=\ln \phi_{\mathrm{iJ}}-\ln \phi_{\mathrm{IJ}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p}  \tag{5:46}\\
& \beta_{\mathrm{j}}=\ln \phi_{\mathrm{Ij}}-\ln \phi_{\mathrm{IJ}} ; \quad \mathrm{j}=1, \ldots, \mathrm{q}  \tag{5:47}\\
& \gamma_{\mathrm{ij}}=\ln \phi_{\mathrm{ij}}-\ln \phi_{\mathrm{iJ}}-\ln \phi_{\mathrm{Ij}}+\ln \phi_{\mathrm{IJ}} ; \quad \mathrm{i}=1, \ldots, \mathrm{p} . \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:48}
\end{align*}
$$

With these constraints $\mu$ is the expected (logarithmic) salary of education I and job J and all other parameters are interpreted as deviations from this expected value. The main effects $\alpha_{i}$ are determined by the (logarithmic) salary differences in job J only and the $\beta_{j}$ 's are determined by the (logarithmic) differences in education I only. This set of constraints is usually chosen when a particular education - job combination is a natural reference point, but when there is no such reference point and when the model contains interactions, this set may be somewhat peculiar in many applications. (When the model is additive all differences $\ln \phi_{\mathrm{iJ}}-\ln \phi_{\mathrm{IJ}} ; \mathrm{J}=1, \ldots, \mathrm{q},\left(\ln \phi_{\mathrm{Ij}}-\ln \phi_{\mathrm{IJ}} ; \mathrm{I}=1, \ldots, \mathrm{p}\right)$ are alike, see (5:36).) Sometimes it is more natural to define $\alpha_{\mathrm{i}}$ as some kind of an average over all jobs and $\beta_{\mathrm{j}}$ as an average over all educational qualifications. The remaining three sets of constraints have this property.

The second set of constraints

$$
\begin{align*}
& \sum_{i=1}^{p} n_{i} \cdot \alpha_{i}=0  \tag{5:49}\\
& \sum_{j=1}^{q} n_{\cdot j} \beta_{j}=0 \tag{5:50}
\end{align*}
$$

$$
\begin{align*}
& \sum_{i=1}^{p} n_{i}, \gamma_{i j}=0 ; \quad j=1, \ldots, q  \tag{5:51}\\
& \sum_{j=1}^{q} n_{\cdot j} \gamma_{i j}=0 ; \quad i=1, \ldots, p \tag{5:52}
\end{align*}
$$

Application of these constraints to the model (5:13) yields

$$
\begin{align*}
& \sum_{\mathrm{i} j} \sum_{\mathrm{i} \cdot} \mathrm{n}_{\cdot} \cdot \mathrm{j} \ln _{\mathrm{ij}}=\sum_{\mathrm{i}} \sum_{\mathrm{j}} \mathrm{n}_{\mathrm{i}} \cdot \mathrm{n}_{\cdot \mathrm{j}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{n}^{2} . .+\sum_{\mathrm{i}} \mathrm{n}_{\mathrm{i} \cdot} \alpha_{\mathrm{i}} \sum_{\mathrm{j}} \mathrm{n}_{\cdot \mathrm{j}}+ \\
& +\sum_{\mathrm{j}} \mathrm{n}_{\mathrm{j}} \beta_{\mathrm{j}}{\sum n_{\mathrm{i}} .}+\sum_{\mathrm{i}} \mathrm{n}_{\mathrm{i} \cdot} \sum_{\mathrm{j}} \mathrm{n}_{\cdot \mathrm{j}} \gamma_{\mathrm{ij}}=\mu \mathrm{n}_{. .}^{2} ;  \tag{5:53}\\
& \because \mu=\sum_{i} \sum_{j} \frac{n_{i}}{n_{n}} \frac{\mathrm{n}_{\cdot}}{\mathrm{n}} . \mathrm{j}, \ln \phi_{\mathrm{ij}} ;  \tag{5:54}\\
& \sum_{\mathrm{j}}^{\mathrm{n}} \mathrm{n}_{\mathrm{j}} \ln \phi_{\mathrm{ij}}=\sum_{\mathrm{j}} \mathrm{n}_{. \mathrm{j}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{n} . .+\alpha_{\mathrm{i}}^{\mathrm{n}} . . . ;  \tag{5:55}\\
& \because \alpha_{\mathrm{i}}=\sum_{\mathrm{j}} \frac{\mathrm{n} \cdot \mathrm{j}}{\mathrm{n}_{. .}} \ln \phi_{\mathrm{ij}}-\mu ; \quad \mathrm{i}=1, \ldots, \mathrm{p} \tag{5:56}
\end{align*}
$$

The expression $\beta_{\mathrm{j}}$ is obtained in the same way,

$$
\begin{equation*}
\because \quad \beta_{\mathrm{j}}=\sum_{\mathrm{i}} \frac{\mathrm{n}_{\mathrm{i} \cdot}}{\mathrm{n}_{.}} \ln \phi_{\mathrm{ij}}-\mu ; \quad \mathrm{j}=1, \ldots, \mathrm{q} \tag{5:57}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{\mathrm{ij}}=\ln \phi_{\mathrm{ij}}-\sum_{j} \frac{n_{\cdot j}}{n_{. .}} \ln \phi_{\mathrm{ij}}-\sum_{i} \frac{n_{\mathrm{i}}}{\mathrm{n}_{. .}} \ln \phi_{\mathrm{ij}}+\sum_{\mathrm{i}} \sum_{\mathrm{j}}^{n_{i}} \frac{\mathrm{n}_{\cdot j}}{n_{. .}} \frac{n_{. .}}{\ln \phi_{\mathrm{ij}}} \tag{5:58}
\end{equation*}
$$

$\mu$ is now interpreted as a weighted average of expected (logarithmic) salaries where the weights are formed by the marginal sums. $\alpha_{i}$ is the average (logarithmic) salary difference of education i from the overall average salary. The average is again a weighted average in which the expected (logarithmic) salary in education i and job j is weighted proportional to the total number of employees in job $j$. A similar interpretation holds for the average (logarithmic) salary difference $\beta_{\mathrm{j}}$ due to job.

The third set of constraints

$$
\begin{align*}
& \sum_{i=1}^{p} n_{i}, \alpha_{i}=0 ;  \tag{5:59}\\
& \sum_{j=1}^{q} n_{\cdot j} \beta_{j}=0 ;  \tag{5:60}\\
& \sum_{i=1}^{p} n_{i j} \gamma_{i j}=0 ; \quad j=1, \ldots, q  \tag{5:61}\\
& \sum_{j=1}^{q} n_{i j} \gamma_{i j}=0 ; \quad i=1, \ldots, p \tag{5:62}
\end{align*}
$$

The interpretation of the parameters $\mu, \alpha_{\mathrm{i}}, \beta_{\mathrm{j}}$ and $\gamma_{\mathrm{ij}}$ associated with this new set of constraints is derived in the same way as before,

$$
\begin{align*}
& \sum_{i} \sum_{\mathrm{j}} n_{\mathrm{ij}} \ln \phi_{\mathrm{ij}}=\sum_{\mathrm{i}} \sum_{\mathrm{j}} \mathrm{n}_{\mathrm{ij}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{n} . .+\sum_{\mathrm{i}} \alpha_{\mathrm{i}} \mathrm{n}_{\mathrm{i}} .+\sum_{\mathrm{j}} \beta_{\mathrm{j}} \mathrm{n}_{\cdot j}+ \\
& +\sum_{\mathrm{i}}^{\mathrm{j}} \sum_{\mathrm{ij}} \gamma_{\mathrm{ij}}=\mu \mathrm{n} . . ;  \tag{5:63}\\
& \because \mu=\sum_{\mathrm{i}} \sum_{\mathrm{j}} \frac{\mathrm{n}_{\mathrm{ij}}}{n_{.}} \ln \phi_{\mathrm{ij}} ;  \tag{5:64}\\
& \sum_{\mathrm{j}} \mathrm{n}_{\mathrm{ij}} \ln \phi_{\mathrm{ij}}=\sum_{\mathrm{j}} \mathrm{n}_{\mathrm{ij}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{n}_{\mathrm{i}},+\alpha_{\mathrm{i}} \mathrm{n}_{\mathrm{i}},+\sum_{\mathrm{j}} \mathrm{n}_{\mathrm{ij}} \beta_{\mathrm{j}} ;  \tag{5:65}\\
& \because \alpha_{i}=\sum_{j} \frac{n_{i j}}{n_{i}}\left(\ln \phi_{i j}-\beta_{j}\right)-\mu ; \quad i=1, \ldots, p \tag{5:66}
\end{align*}
$$

Analogously

$$
\begin{equation*}
\beta_{\mathrm{j}}=\sum_{\mathrm{i}} \frac{\mathrm{n}_{\mathrm{ij}}}{\mathrm{n}_{\cdot j}}\left(\ln \phi_{\mathrm{ij}}-\alpha_{\mathrm{i}}\right)-\mu ; \quad \mathrm{i}=1, \ldots, \mathrm{q} \tag{5:67}
\end{equation*}
$$

With the constraints ( $5: 59$ ) - $(5: 62)$ also, $\mu$ is a weighted average of all expected (logarithmic) salaries, but the weights are now proportional to the number of employees in each combination of education and job. The main effects are a weighted average of (logarithmic) differences from the overall mean as in the previous case, but before the averages giving the educational effects are formed, each expected (logarithmic) salary is adjusted for the job effect, and before the
averages giving the job effects are formed, each expected (logarithmic) salary is adjusted for the educational effect.

## The fourth set of constraints

$$
\begin{align*}
& \sum_{i=1}^{p} \alpha_{i}=0 ;  \tag{5:68}\\
& \sum_{j=1}^{q} \beta_{j}=0 ;  \tag{5:69}\\
& \sum_{i=1}^{p} \gamma_{i j}=0 ; \quad j=1, \ldots, q  \tag{5:70}\\
& \sum_{j=1}^{q} \gamma_{i j}=0 ; \quad i=1, \ldots, p \tag{5:71}
\end{align*}
$$

(5:13) and (5:68) - (5:71) give

$$
\begin{align*}
& \sum_{i=1}^{p} \sum_{j=1}^{\mathrm{q}} \ln \phi_{\mathrm{ij}}=\sum_{\mathrm{i}=1}^{\mathrm{p}} \sum_{\mathrm{j}=1}^{\mathrm{q}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{pq} ;  \tag{5:72}\\
& \because \mu=\frac{1}{\mathrm{pq}} \sum_{\mathrm{i}=1}^{\mathrm{p}} \sum_{\mathrm{j}=1}^{\mathrm{q}} \ln \phi_{\mathrm{ij}} ;  \tag{5:73}\\
& \sum_{\mathrm{j}=1}^{\mathrm{q}} \ln \phi_{\mathrm{ij}}=\sum_{\mathrm{j}=1}^{\mathrm{q}}\left(\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}\right)=\mu \mathrm{q}+\alpha_{\mathrm{i}} \mathrm{q} ;  \tag{5:74}\\
& \because \alpha_{\mathrm{i}}=\frac{1}{\mathrm{q}} \sum_{\mathrm{j}=1}^{\mathrm{q}} \ln \phi_{\mathrm{ij}}-\mu ; \quad \mathrm{i}=1, \ldots, \mathrm{p} \tag{5:75}
\end{align*}
$$

and

$$
\begin{equation*}
\beta_{\mathrm{j}}=\frac{1}{\mathrm{p}} \sum_{\mathrm{i}=1}^{\mathrm{p}} \ln \phi_{\mathrm{ij}}-\mu ; \quad \mathrm{j}=1, . ., \mathrm{q} \tag{5:76}
\end{equation*}
$$

This fourth set of constraints gives an interpretation similar to the second set. The only difference is that the averaging is done with equal weights.

The following numerical example is chosen to illustrate the properties of the four sets of constraints. Suppose there are three educational qualifications and three jobs. The expected logarithmic salaries are given in table $5: 1$. To demonstrate the importance of the distribution of employees by education and job, alternative distributions are given in table 5:2. The overall mean and the
educational main effects are calculated for each set of constraints and with each alternative in table 5:2. Table 5:3 contains the results from these calculations.

Table 5:1. Expected logarithmic salaries

| Education | $\frac{\text { Job }}{1}$ | 2 | 3 |
| :---: | :--- | :--- | :--- |
| 1 | 6.0 | 7.5 | 8.0 |
| 2 | 6.0 | 7.1 | 7.2 |
| 3 | 8.0 | 7.5 | 7.0 |

Table 5:2. Number of employees by education and job

| Education | Alternative A |  |  |  | Alternative B |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Job |  |  |  | Job |  |  |  |
|  | 1 | 2 | 3 | $\Sigma$ | 1 | 2 | 3 | $\Sigma$ |
| 1 | 10 | 20 | 30 | 60 | 10 | 20 | 30 | 60 |
| 2 | 8 | 7 | 15 | 30 | 5 | 7 | 18 | 30 |
| 3 | 2 | 3 | 5 | 10 | 5 | 3 | 2 | 10 |
| $\Sigma$ | 20 | 30 | 50 | 100 | 20 | 30 | 50 | 100 |

Table 5:3. Educational main effects

| Set of constraints | Results obtained with |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Alternative A |  |  |  | Alternative B |  |  |  |
|  | $\mu$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\mu$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| $1^{\star}$ | 6.0 | 0.0 | 0.0 | 2.0 | 6.0 | 0.0 | 0.0 | 2.0 |
| 2 | 7.464 | 0.186 | -C. 334 | -0.114 | 7.464 | 0.186 | -0.334 | -0.114 |
| 3 | 7.472 | 0.188 | --0.334 | -0.123 | 7.508 | 0.153 | -0.405 | 0.296 |
| 4 | 7.367 | 0.133 | -0.267 | 0.133 | 7.367 | 0.133 | -0.267 | 0.133 |
| . |  |  |  |  |  |  |  |  |

* Reference point is education 1 and job 1, i.e. $\mathrm{I}=\mathrm{J}=1$.

With the first set of constraints the salary of the first education and the first job combined is chosen as the reference point, therefore $\mu$ equals the salary of this combination. The effects due to education are then determined as the differences between the first and the other educational groups in the first job. If some other reference point is chosen the main effects will in general be different. The first education and the third job would for instance give the effects due to education: $0,-0.8,-1.0$. This may seem a little arbitrary. The three other constraints do not have this property, but two of them, the second and the third, depend on the number of employees, while the first and fourth do not.

Given that the numbers in table 5:1 are natural logarithms the parameters in table 5:3 can roughly be interpreted as percentage differences. For instance with set No. 2 and alternative A the average salary in education 1 is approximately $18.6 \%$ above the overall average salary. In education 2 it is $33.4 \%$ below and in education 3, 11.4 \% below. ${ }^{\star}$

The two alternatives in table 5:2 are made up in such a way that they have the same marginal distributions. The difference between A and B is only that observations are shifted from job 1 to job 3 in education 2 and from 3 to 1 in education 3. As the second set of constraints only depends on the marginal distributions the application of these constraints yields the same result with alternative A as with B. As set No. 4 does not depend at all on the distribution of employees, the parameters associated with this set are also repeated twice in table 5:3. It is, however, instructive to compare the parameters associated with sets Nos. 2 and 4. The effect due to education 3 is positive with set No. 4 but negative with set No. 2. The explanation of the negative sign is of course that $50 \%$ of the employees have job 3 , where education 3 is given a relatively low reward. Although only $5 \%(2 \%)$ of the employees have this combination, its low salary is weighted heavily with the second set of constraints. Set No. 3 behaves differently in alternative B but not in A. In A the conditional distributions are very close to the marginal distributions and sets Nos. 2 and 3 thus give almost the same result, but in alternative B the distribution conditional on education 3 is positively instead of negatively skew and the weight applied to the salary in job 3 with education 3 is very much reduced which gives a positive effect due to education 3 .

The choice of constraints can thus be very essential to the interpretation of the model, but perhaps not as important as this numerical example may indicate (see below). In this study we use populations of employees and the distribution of employees determining the constraints is thus that of the pop-

[^29]ulation. In other applications observations may have been obtained by a sample survey. In that case it is less obvious that the constraints can be based on the distribution of employes in the sample, in particular if this empirical distribution is the result of the sampling experiment.

In some applications the comparison inherent in the constraints chosen is not the only matter of interest. Sometimes it is also interesting to investigate contrasts. The average salary difference between two educational qualifications or two jobs or the salary range due to education may for instance be the particular interest. In general contrasts are not indifferent to the choice of constraints. For instance, from (5:56) we obtain

$$
\begin{equation*}
c_{i}^{(2)}-\alpha_{I}^{(2)}=\sum_{j=1}^{q} \frac{n_{\cdot j}}{n_{\cdot .}}\left(\ln \phi_{i j}-\ln \phi_{I j}\right) \tag{5:77}
\end{equation*}
$$

and from (5:75)

$$
\begin{equation*}
\alpha_{\mathrm{i}}^{(4)}-\alpha_{\mathrm{I}}^{(4)}=\frac{1}{\mathrm{q}} \sum_{\mathrm{j}=1}^{\mathrm{q}}\left(\ln \phi_{\mathrm{ij}}-\ln \phi_{\mathrm{Ij}}\right) ; \tag{5:78}
\end{equation*}
$$

( $5: 77$ ) and ( $5: 78$ ) do not in general coincide, but in one important special case they do, namely when the model is additive. This follows from $(5: 36)$.

From (5:66) we obtain

$$
\begin{equation*}
\alpha_{i}^{(3)}-\alpha_{I}^{(3)}=\sum_{j=1}^{q}\left(\frac{n_{i j}}{n_{i}} \ln \phi_{i j}-\frac{n_{I j}}{n_{I}} \ln \phi_{I j}\right)-\sum_{j=1}^{q} \beta_{j}\left(\frac{n_{i j}}{n_{i} .}-\frac{n_{I j}}{n_{l}}\right) ; \tag{5:79}
\end{equation*}
$$

When the proportionality relation

$$
\begin{equation*}
\frac{n_{i j}}{n_{i} .}=\frac{n_{I j}}{n_{I} .} ; \quad j=1, \ldots, q \tag{5:80}
\end{equation*}
$$

holds, $(5: 79)$ equals $(5: 77)$, but in general it does not.
If there is interaction between two factors, for instance education and job, the salary differences between two educational qualifications depend on the job.

$$
\begin{equation*}
\left(\alpha_{\mathrm{I}}+\gamma_{\mathrm{Ij}}\right)-\left(\alpha_{\mathrm{i}}+\gamma_{\mathrm{ij}}\right)=\ln \phi_{\mathrm{Ij}}-\ln \phi_{\mathrm{ij}} \tag{5:81}
\end{equation*}
$$

but the comparison is independent of the weights.

### 5.1.2.3 On the treatment of »empty cells»

Although not explicitly stated it has been assumed that all two-by-two factor combinations exist, i.e. it is possible to observe a salary for any combination of two factors. If this is not so and there are »empty cells» the number of parameters is reduced. Formally this can be accomplished by adding one or more constraints to the model. It has been demonstrated previously that the complete two-factor model ( $5: 13$ ) has a regressor matrix of rank pq. This matrix then contains pq independent rows. Each of them corresponds to one combination of the two factors and is repeated as many times as there are observations on this combination. Suppose now that combination (I, J) does not exist. ${ }^{\star}$ It is then impossible to determine the interaction $\gamma_{\mathrm{IJ}}$, and the rank of the regressor matrix is reduced by one as one of the previously pq independent rows is now missing. Formally, to obtain full rank, the following constraint may be added to the model

$$
\begin{equation*}
\gamma_{\mathrm{IJ}}=0 ; \tag{5:82}
\end{equation*}
$$

If there is more than one empty cell more constraints of the same type are added. Depending on where the empty cells are located these additional constraints may imply that even more parameters are zero. Assume for instance a complete twofactor model where each factor gives a maximum of three effects. Suppose now that the two combinations $(1,2)$ and $(3,2)$ are missing. Under any of the last three sets of constraints the main effect $\beta_{2}$ is in principle determined as the deviation between the overall average and the average of the expected salaries in the three combinations $(1,2),(2,2)$ and $(3,2)$, but with $(1,2)$ and $(3,2)$ missing it is only determined by the overall average and $(2,2)$. Obviously no unique interaction $\gamma_{22}$ can be determined in addition to $\beta_{2}$. With the constraints $(5: 49)-(5: 52),(5: 59)-(5: 62)$ or $(5: 68)-(5: 71)$ and $\gamma_{12}=\gamma_{32}=0$ no additional constraint is needed because they imply that $\gamma_{22}=0$. However, if it is instead combinations $(1,1)$ and $(3,3)$ which are the empty cells, adding $\gamma_{11}=$ $=\gamma_{33}=0$ to the model does not imply that any other parameter is zero. The analysis of empty cell cases can be extended to models involving more factors and more effects, but there does not seem to exist any simple formula for the determination of what parameters become zero when there are empty cells.

Finally, it should be made clear that no specification error is committed when one or more parameters are dropped because certain factor combinations cannot exist, but in empirical work observational empty cells sometimes occur, i.e. no

[^30]observations are actually obtained, but in principle it is possible to observe the cell. In this case it is not possible to estimate a parameter associated only with this cell, but the involuntary omission may bias the estimates of the other parameters.

### 5.1.3 Estimation

### 5.1.3.1 Least squares estimators

The two previous sections of this chapter have been used to analyse the properties of the theoretical models and, with some exceptions, estimation has not been touched upon. As the models used belong to the class of general linear models it is natural to apply least squares theory to estimate the model. In section 5.1 .2 it was stated that if the constraints are chosen as to fulfil conditions i) and ii) on page 141 there is a unique parameter vector $\tau$ which satisfies $(5: 18)$ and ( $5: 21$ ). It must also be shown that there exists a unique least squares estimate $\hat{\tau}$ satisfying (5:21), i.e. that the constraints imposed on the parameters can also be imposed on the estimates. However, this immediately follows from the same statement on page 141 (proposition B:1 in Appendix B) if $g$ is made equal to the orthogonal projection of $\ell$ on the linear space spanned by the columns of Z, i.e. the least squares estimate of $\ell$. (See also Scheffé [1959] Corollary 2 to theorem 3 .)

Suppose $\widehat{\tau}$ is the unique least squares estimate. Thus it is one of the solutions to the normal equations and satisfies

$$
\begin{equation*}
\mathrm{Z}^{\prime} \ell=\mathrm{Z}^{\prime} \mathrm{Z} \hat{\tau} ; \tag{5:83}
\end{equation*}
$$

and as it satisfies $(5: 21)$ it is also true that

$$
\begin{equation*}
\mathrm{H}^{\prime} \mathrm{H} \hat{\tau}=0 ; \tag{5:84}
\end{equation*}
$$

Adding ( $5: 83$ ) and ( $5: 84$ ) we note that

$$
\begin{equation*}
\mathrm{Z}^{\prime} \ell=\left\{\mathrm{Z}^{\prime}: \mathrm{H}^{\prime}\right\}\left\{-\frac{\mathrm{Z}}{\mathrm{H}}-\right\} \hat{\tau} \tag{5:85}
\end{equation*}
$$

By assumption $\left\{\mathrm{Z}^{\prime} \mid \mathrm{H}^{\prime}\right\}$ has full rank. From a well known theorem of matrix algebra it then follows that $\left\{\mathrm{Z}^{\prime}\left\{\mathrm{H}^{\prime}\right\}\left\{\begin{array}{l}\mathrm{Z} \\ \mathrm{H}\}\end{array}\right\}\right.$ also has full rank and that its inverse exists. The least squares estimator is then obtained from (5:85).

$$
\begin{equation*}
\hat{\tau}=\left(Z^{\prime} Z+H^{\prime} H\right)^{-1} Z^{\prime} \ell ; \tag{5:86}
\end{equation*}
$$

If the model ( $5: 16$ ) and the homogeneous condition $(5: 21)$ are substituted into ( $5: 86$ ) it is easily shown that $\hat{\tau}$ is a conditional unbiased estimate. The condition is the set of constraints.

If the moment matrix $\mathrm{E}\left(\epsilon \epsilon^{\prime}\right)$ takes the simple form $\sigma^{2} \mathrm{I}$, where $\sigma^{2}$ is a constan it follows from the Gauss-Markov theorem (see for instance Malinvaud [1966], p. 151) that $\hat{\tau}$ is the best linear conditional unbiased estimate. The variancecovariance matrix of $\widehat{\tau}$ is as follows (for proof see Plackett [1960], p. 43 or Sebe [1966], p. 18).

$$
\begin{equation*}
\mathrm{E}(\hat{\tau}-\tau)(\hat{\tau}-\tau)^{\prime}=\sigma^{2}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} \mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \tag{5:87}
\end{equation*}
$$

Without specifying the specific features of the model it is of course difficult to discuss the realism of this simple moment matrix. In the previous chapter it was shown that the individual salary variability increased by age. In the followin other variables will be used in addition to age which will tend to create more homogeneous subgroups of employees. The heteroscedasticity previously observe would now at least partly be explained by these new variables. We may also obtain some comfort from the fact that ordinary least squares estimates do not become biased, only inefficient, by heteroscedasticity.

The estimation procedure can technically be carried out in two different ways both of which however give the same result. One method is to solve the s independe constraints ( $5: 21$ ) for s parameters and to substitute them out of the model. The result is a reduced linear model with $\mathrm{c}-\mathrm{s}$ new independent regressors which are linear forms of the old regressors (Melichar [1965]). The remaining parameters can be estimated by usual least squares regression techniques. By substitution back into the constraints estimates are obtained for the s redundant parameters. When a standard regression program is used for estimation, this method does not automatically provide standard errors of the parameter estimates. Another drawback of the method is that it may be difficult to formulate and program substitution routines general enough to cope with models with interactions and empty cells. Another method is then to add the constraints to the model as new observations and apply the ordinary regression - least squares technique. When the constraints $(5: 21)$ are added to the model $(5: 16)$ we obtain

$$
\left\{-\frac{\ell}{0}-\right\}=\left\{\begin{array}{l}
Z  \tag{5:88}\\
\mathrm{H}^{-}
\end{array}\right\} \tau+\left\{\begin{array}{l}
\epsilon_{-} \\
0
\end{array}\right\} ;
$$

and it follows immediately that the ordinary least squares estimator applied to $(5: 88)$ is nothing but the estimator $(5: 86)$.

### 5.1.3.2 Transformations from one set of estimates to another

It was previously mentioned that the desired standardization of parameters and estimates may change from one application to another. This raises the question whether it is possible to transform the estimates (and the parameters) from one standardization to another in order to avoid a complete re-estimation. As a matter of fact there is a transformation matrix T such that

$$
\begin{equation*}
\hat{\tau}_{2}=\mathrm{T} \hat{\tau}_{1} ; \tag{5:89}
\end{equation*}
$$

where $\hat{\tau}_{1}$ and $\hat{\tau}_{2}$ are two solutions of the normal equations ( $5: 83$ )

$$
\begin{align*}
& \hat{\tau}_{1}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}_{1}^{\prime} \mathrm{H}_{1}\right)^{-1} \mathrm{Z}^{\prime} \ell  \tag{5:90}\\
& \hat{\tau}_{2}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}_{2}^{\prime} \mathrm{H}_{2}\right)^{-1} \mathrm{Z}^{\prime} \ell \tag{5:91}
\end{align*}
$$

and $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ are two matrices which both fulfil the conditions i) and ii) on page 141. The transformation matrix is obviously

$$
\begin{equation*}
\mathrm{T}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}_{2}^{\prime} \mathrm{H}_{2}\right)^{-1}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}_{1}^{\prime} \mathrm{H}_{1}\right) \tag{5:92}
\end{equation*}
$$

Although T gives the transformation from one set of estimates to another, it does not in general offer any great computational advantage as the inverse of ( $\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}_{2}^{\prime} \mathrm{H}_{2}$ ) has to be calculated.

There may be an alternative approach based on the formulation of the general solution of the normal equations suggested in Lundquist [1970] ${ }^{\star}$

$$
\tau=\left\{\begin{array}{r}
\left(\mathrm{Z}_{\mathrm{nr}}^{\prime} \mathrm{Z}_{\mathrm{nr}}{ }^{-1} \mathrm{Z}_{\mathrm{nr}}^{\prime} \ell-\left(\mathrm{Z}_{\mathrm{nr}}^{\prime} \mathrm{Z}_{\mathrm{nr}}\right)^{-1} \mathrm{Z}_{\mathrm{nr}}^{\prime} \mathrm{Z}_{\mathrm{n}(\mathrm{c}-\mathrm{r})} k\right.  \tag{5:93}\\
k
\end{array}\right\} ;
$$

where $Z_{n r}$ is an $n \times r$ matrix of $r$ linearly independent column vectors of $Z$, $\mathrm{Z}_{\mathrm{n}(\mathrm{c}-\mathrm{r})}$ is an $\mathrm{n} \times(\mathrm{c}-\mathrm{r})$ matrix of the remaining columns and $k$ an arbitrary vector with ( $\mathrm{c}-\mathrm{r}$ ) elements. The device is to choose $k$ in such a way that the desired standardization is obtained. The only problem is that one has to know what $k$ to choose in order to obtain a particular standardization. Although it is an interesting problem it is not necessary to pursue it in this study, and it is left for a future analysis.

[^31]
### 5.1.3.3 Estimation with many regressors

To make the exposition easy the two-factor model has frequently been used as an illustration, but in practical work models with several factors are used. The number of dummy variables then easily increases beyond the limits set by ordinary standard programs and by core storages. This is in particular true for models with interactions. How serious this problem is depends of course on the computer equipment available. With modern computers it is not primarily a technical or a systems problem, but more an economic one. ${ }^{\star}$ At the time when most of the empirical work reported in section 5.2 was done, it was serious enough. However, the rapid development of computer techniques has probably made this problem of less immediate interest today, but it is not completely without interest. Everybody has not access to a large-scale computer and even so the desire to build large models may make the computations unmanageable. Three different approaches to the problem will therefore be discussed in the following, not only for historical reasons. None of these alternatives really solves the problem, but offers second best solutions.
a) The set of observations is partitioned into two or more subsets and the model is estimated for each subset. The partitioning is done by one of the factors. For instance, to reduce the number of dummy variables for the job factor, employees engaged in production work may be analysed separately from those who hold positions in marketing divisions. Sometimes there is a close correlation between two factors which can be utilized to reduce the number of dummy variables even further. Some educational qualifications may for instanc predestinate for certain jobs and a partitioning by education will then at the same time imply a partitioning by job.

Suppose now that the model $(5: 88)$ can be partitioned in the following way

$$
\left\{\begin{array}{c}
\mathrm{l}_{1}  \tag{5:94}\\
\hdashline \mathrm{l}_{2} \\
\hdashline 0
\end{array}\right\}=\left\{\begin{array}{c:c:c}
\mathrm{Z}_{11} & \mathrm{Z}_{12} & 0 \\
\hdashline \mathrm{Z}_{21} & 0 & -\mathrm{Z}_{23} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2} & \mathrm{H}_{3}
\end{array}\right\}\left[\begin{array}{c}
\tau_{1} \\
-\tau_{2} \\
\hdashline \tau_{3}
\end{array}\right\}+\left\{\begin{array}{c}
\epsilon_{1} \\
\hdashline \epsilon_{2} \\
\hdashline 0-
\end{array}\right\} ;
$$

As this model is assumed to have too many dummy variables to fit into the available computer the following two support models are estimated

[^32]\[

$$
\begin{align*}
& \left\{\begin{array}{c}
\ell_{1} \\
\hdashline 0
\end{array}\right\}=\left\{\begin{array}{l:l}
\mathrm{Z}_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{11} & \mathrm{H}_{12}
\end{array}\right\}\left\{\begin{array}{c}
\tau_{11} \\
\hdashline \tau_{12}
\end{array}\right]+\left\{\begin{array}{c}
\epsilon_{1} \\
\hdashline 0
\end{array}\right\} ;  \tag{5:95}\\
& \left\{\begin{array}{c}
\ell_{2} \\
\hdashline 0
\end{array}\right\}=\left\{\begin{array}{c:c}
\mathrm{Z}_{21} & \mathrm{Z}_{23} \\
\hdashline \mathrm{H}_{21} & \mathrm{H}_{23}
\end{array}\right\}\left\{\begin{array}{c}
\tau_{21} \\
\hdashline \tau_{23}
\end{array}\right\}+\left\{\begin{array}{c}
\epsilon_{2} \\
\hdashline 0
\end{array}\right\} ; \tag{5:96}
\end{align*}
$$
\]

In appendix C it is shown that if $\mathrm{H}_{11}=\mathrm{H}_{21}=\mathrm{H}_{1} ; \mathrm{H}_{12}=\mathrm{H}_{2}$ and $\mathrm{H}_{23}=\mathrm{H}_{3}$ the least squares estimate (LSE) of an element of $\tau_{1}$ is a weighted sum of the elements of the LSE of $\tau_{11}$ and $\tau_{21}$,

$$
\begin{equation*}
\hat{\tau}_{1 \mathrm{~J}}=\omega_{11 \mathrm{~J}} \hat{\tau}_{11 \mathrm{~J}}+\omega_{21 \mathrm{~J}} \hat{\tau}_{21 \mathrm{~J}}+\sum_{\mathrm{k}}^{\mathrm{k} \neq \mathrm{J}}\left(\omega_{11 \mathrm{k}} \hat{\tau}_{11 \mathrm{k}}+\omega_{21 \mathrm{k}} \hat{\tau}_{21 \mathrm{k}}\right) ;{ }_{\mathrm{J}=1, \ldots, \mathrm{k}_{1}} \tag{5:97}
\end{equation*}
$$

and that the LSE of $\tau_{2}^{1}\left(\tau_{3}\right)$ equals the LSE of $\tau_{12}\left(\tau_{23}\right)$ plus a weighted sum of the LSE of $\tau_{11}$ and $\tau_{21}$,

$$
\begin{align*}
& \hat{\tau}_{2 \mathrm{~J}}=\hat{\tau}_{12 \mathrm{~J}}+\sum_{\mathrm{k}=1}^{\mathrm{k}_{1}}\left(\omega_{11 \mathrm{k}}^{*} \hat{\tau}_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}^{*} \hat{\tau}_{21 \mathrm{k}}\right) ; \quad \mathrm{J}=1, \ldots, \mathrm{k}_{2}  \tag{5:98}\\
& \hat{\tau}_{3 \mathrm{~J}}=\hat{\tau}_{23 \mathrm{~J}}+\sum_{\mathrm{k}=1}^{\mathrm{k}_{1}}\left(\omega_{11 \mathrm{k}}^{* *} \hat{\tau}_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}^{* *} \hat{\tau}_{21 \mathrm{k}}\right) ; \quad \mathrm{J}=1, \ldots, \mathrm{k}_{3} \tag{5:99}
\end{align*}
$$

where the weights $\omega \cdot \omega^{*}$, and $\omega^{* *}$ have the properties

$$
\begin{array}{ll}
\omega_{11 \mathrm{~J}}+\omega_{21 \mathrm{~J}}=1 ; & \mathrm{J}=1, \ldots, \mathrm{k}_{1} \\
\omega_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}=0 ; & \mathrm{k} \neq \mathrm{J} \\
\omega_{11 \mathrm{k}}^{*}+\omega_{21 \mathrm{k}}^{*}=0 ; & \mathrm{k}=1, \ldots, \mathrm{k}_{1} \\
\omega_{11 \mathrm{k}}^{* *}+\omega_{21 \mathrm{k}}^{* *}=0 ; & \mathrm{k}=1, \ldots, \mathrm{k}_{1} \tag{5:103}
\end{array}
$$

(For a detailed explanation of the notation see appendix C.)
The same result was obtained in Klevmarken [1968b] for the special case $H_{1}=H_{11}=H_{21}=0$, an example of which is when $\left\{\begin{array}{c}Z_{11} \\ \mathrm{Z}_{21}\end{array}\right\}$ is a vector with all elements equal to unity and $\tau_{1}$ is the common intercept.

From (5:97) - (5:103) it follows that if

$$
\begin{equation*}
\hat{\tau}_{11}=\hat{\tau}_{21} \tag{5:104}
\end{equation*}
$$

then $\hat{\tau}_{1}=\hat{\tau}_{11}=\hat{\tau}_{21}$;
and $\quad \hat{\tau}_{2}=\hat{\tau}_{12} ;$
and $\hat{\tau}_{3}=\hat{\tau}_{23}$;

The assumption that the estimates of the parameters common to the two support models are equal is rarely fulfilled in practice. The result (5:105) -- (5:107) may, however, indicate that in the case of small differences between $\hat{\tau}_{11}$ and $\hat{\tau}_{21}, \hat{\tau}_{12}$ and $\hat{\tau}_{23}$ are rather good estimates of $\tau_{2}$ and $\tau_{3}$ respectively. This interpretation should, however, be done with some caution, because although the weights add up to zero they do not individually have to be small, and even a small divergence from equality may give a large contribution to the estimate of $\tau_{\mathrm{i}}$.

The estimates $\hat{\tau}_{1}, \hat{\tau}_{2}$ and $\hat{\tau}_{3}$ are least squares estimates of $\tau_{1}, \tau_{2}$ and $\tau_{3}$ respectively and under the usual assumptions about the stochastic error term they are best linear unbiased estimates and so are then the estimates obtained by (5:97), (5:98) and (5:99).
$\hat{\tau}_{11}$ and $\hat{\tau}_{21}$ are in general not even unbiased estimates of $\tau_{1}$ nor are $\hat{\tau}_{12}$ and $\hat{\tau}_{23}$ unbiased estimates of $\tau_{2}$ and $\tau_{3}$. Suppose the constraints satisfy the conditions i) and ii) on page 141. The estimates $\hat{\tau}_{11}$ and $\hat{\tau}_{12}$ can then be transformed to the following form by the use of $(5: 94)$ and the assumption $H_{11}=H_{21}=H_{1} ; H_{12}=H_{2}$ and $H_{23}=H_{3}$.

$$
\begin{align*}
& =\binom{\tau_{1}}{\hdashline \tau_{2}}^{\prime}+\left\{\left(\begin{array}{l:l}
Z_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2}
\end{array}\right)^{\prime}\left(\begin{array}{l:l}
\mathrm{Z}_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2}
\end{array}\right)\right\}^{-1}\left(\begin{array}{l:l}
\mathrm{Z}_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2}
\end{array}\right)^{\prime}\left[\left\{\binom{0}{\hdashline \mathrm{H}_{3}} \tau_{3}+\binom{\epsilon_{1}}{\hdashline a}\right\} ;\right. \tag{5:108}
\end{align*}
$$

Taking expectation of both sides reveals the bias component

$$
\left.\left\{\begin{array}{l}
\mathrm{E}\left(\hat{\tau}_{11}-\tau_{1}\right)  \tag{5:109}\\
\hdashline \mathrm{E}\left(\hat{\tau}_{12}-\tau_{2}\right)
\end{array}\right\}=\left\{\begin{array}{l:l:l}
\mathrm{Z}_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2}
\end{array}\right)^{\prime}\left(\begin{array}{l:l}
\mathrm{Z}_{11} & \mathrm{Z}_{12} \\
\hdashline \mathrm{H}_{1} & \mathrm{H}_{2}
\end{array}\right)\right\}^{-1}\left\{\begin{array}{c}
\mathrm{H}_{1}^{\prime} \mathrm{H}_{3} \\
\hdashline \mathrm{H}_{1}^{\prime} \mathrm{H}_{3}
\end{array}\right\} \tau_{3} ;
$$

The bias vanishes in two special cases, namely when $\mathrm{H}_{3} \tau_{3}=0$ or when the columns of $\mathrm{H}_{3}$ are orthogonal to the columns of $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$. Similar results can easily be obtained for $\hat{\tau}_{21}$ and $\hat{\tau}_{23}$. They are unbiased if $\mathrm{H}_{2} \tau_{2}=0$ or if $\mathrm{H}_{2}$ is orthogonal to $\mathrm{H}_{1}$ and $\mathrm{H}_{3}$. These conditions may or may not be satisfied. For instance, the first of the four sets of constraints considered previously satisfies both conditions, while the last three do not. In an additive model, partitioned such that the elements of $\tau_{2}$ and $\tau_{3}$ belong to the same factor and no element of $\tau_{1}$ belongs to it, the first set satisfies $\mathrm{H}_{1}^{\prime} \mathrm{H}_{2}=0, \mathrm{H}_{1}^{\prime} \mathrm{H}_{3}=0$ and $\mathrm{H}_{2}^{\prime} \mathrm{H}_{3}=0$, while the last three do not satisfy $\mathrm{H}_{2}^{\prime} \mathrm{H}_{3}=0$.
b) A second alternative is to omit one factor (or interaction), estimate the truncated model, retrieve the factor and omit another, estimate the new truncated model, and so forth until all factors have been estimated at least once. This alternative differs from the previous one by the omission of all regressors of a factor (interaction). The effect of dropping one or more variables from a regression is disentagled in ordinary regression analysis (see for instance Malinvaud [1966]). The estimates obtained from the truncated model are the same as those which would have been obtained from the complete model, except for the common intercept, if the omitted and non-omitted regressors are uncorrelated.

In our case the model can be partitioned in the following way

$$
\left\{\begin{array}{c}
\ell  \tag{5:110}\\
\hdashline 0 \\
\hdashline 0
\end{array}\right\}=\left\{\begin{array}{c:c:c}
i & \mathrm{Z}_{1} & \mathrm{Z}_{2} \\
\hdashline 0 & \mathrm{H}_{1} & 0 \\
\hdashline 0 & 0 & \mathrm{H}_{2}
\end{array}\right\}\left\{\begin{array}{c}
\tau_{0} \\
\hdashline \tau_{1} \\
\hdashline \tau_{2}
\end{array}\right\}+\left\{\begin{array}{c}
\epsilon \\
\hdashline 0 \\
\hdashline 0
\end{array}\right\} ;
$$

where $i$ is a vector of unit elements, $\mathrm{Z}_{1}$ an $\mathrm{n} \times \mathrm{p}$ matrix of all regressors belonging to one or more factors (interactions) and $\mathrm{Z}_{2}$ an $\mathrm{n} \times \mathrm{q}$ matrix of all regressors belonging to one or more other factors (interactions). $\tau_{0}$ is the common intercept and $\tau_{1}$ and $\tau_{2}$ are facter (interaction) parameters. After elimination of $\tau_{0}$ the normal equations to $(5: 110)$ can be written as


If $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ are such that the inverse of the matrices in the diagonal of the matrix to the right of the equality sign in $(5: 111)$ exists, it is easy to show that the estimate of $\tau_{1}$ is the same whether or not $\mathrm{Z}_{2}$ and $\mathrm{H}_{2}$ are omitted, if

$$
\begin{equation*}
\mathrm{Z}_{1}^{\prime}\left(\mathrm{I}-\frac{i i)^{\prime}}{\mathrm{n}} \mathrm{Z}_{2}=0\right. \tag{5:112}
\end{equation*}
$$

i.e. if the columns of $Z_{1}$ are uncorrelated with the columns of $Z_{2}$. Suppose that the columns of $Z_{1}$ belong to only one factor and that the same is true for $Z_{2}$. ${ }^{\text {. }}$ Assume also that subindex $r$ stands for the $r$-th column of $Z_{1}$ and $t$ for the $t$-th column of $Z_{2}$. As the elements of the matrix $Z_{1}^{\prime} Z_{2}$ are the number of observations in each combination of the two factors, $n_{r t}$, the condition ( $5: 12$ ) can be rewritten as

$$
\begin{equation*}
\mathrm{n}_{\mathrm{rt}}=\mathrm{n} \frac{\mathrm{n}_{\mathrm{r}}}{\mathrm{n}} \frac{\mathrm{n}}{\mathrm{n}} \cdot \mathrm{t} . \quad \mathrm{r}=1, \ldots, \mathrm{p} . \quad \mathrm{t}=1, . ., \mathrm{q} \tag{5:113}
\end{equation*}
$$

This expression is of course nothing but the traditional formulation of the orthogonality condition in analyses of variance.

The conclusion drawn for practical work is obviously that it is only factors (interactions) with regressors that may be expected at least approximately to be uncorrelated with regressors of other factors and interactions which should be omitted. With reference to the empirical analyses in section 5.2 where effects due to age, job, cost of living area, industry and education are investigated, the possibility of omitting, for instance, the age factor is less likely than that of omitting the factors cost of living area and industry, because age is probably highly correlated with job level, while there is no immediate reason to expect a strong correlation between cost of living area, industry and other factors.
c) A third alternative is to use a priori information to constrain the parameters more than is formally necessary and thereby reduce the number of parameters. It is of course always desirable to use any a priori information to increase the precision of the estimates, but in this case when some measure is necessary to reduce the number of parameters one may be more willing than otherwise to use more uncertain information and qualified guesses.

In the empirical section below this method has been applied to reduce the number of interaction parameters. When for instance age interacts with another factor the effects due to adjacent age intervals are two by two assumed to be the same.

* For the second and third sets of constraints previously considered it is then true that $i^{\prime} \mathrm{Z}_{1}=\mathrm{H}_{1}$ and $i^{\prime} \mathrm{Z}_{2}=\mathrm{H}_{2}$;
which gives the following alternative formulation of condition (5:112)

$$
\mathrm{Z}_{1}^{\prime} \mathrm{Z}_{2}=\frac{\mathrm{H}_{1}^{\prime} \mathrm{H}_{2}}{\mathrm{n}}
$$

$$
\begin{equation*}
\gamma_{\mathrm{ij}}=\gamma_{\mathrm{i}+1, \mathrm{j}} ; \quad \mathrm{i}=1,3, \ldots \ldots \quad \mathrm{j}=1,2,3, \ldots \tag{5:114}
\end{equation*}
$$

$\gamma_{\mathrm{ij}}$ is the interaction effect due to age interval i and for instance job j .
The job nomenclature used permits a classification both by job level and job family. In some models the interaction between job and other factors, for instance age, is reduced to an interaction between job level and age and an interaction between job family and age.

$$
\begin{equation*}
\gamma_{\mathrm{i}, \mathrm{kj}}=\theta_{\mathrm{ik}}+\lambda_{\mathrm{ij}} \tag{5:115}
\end{equation*}
$$

$\theta_{\mathrm{ik}}$ is the interaction effect due to the i-th age interval and the k -th job level and $\lambda_{\mathrm{ij}}$ is the effect due to the i -th age interval and the j -th job family.

All three methods have been used in the empirical analysis. The first method is applied when data are divided into subsets of job families and each subset is analysed separately. As the estimates of the effects common to all job families, i.e. age, education, cost of living area and industry effects, turn out to be approximately equal, the results may be interpreted as if they were obtained from a simultaneous study of all job families. The second method of omitting one or more factors is in some analyses applied to the factors cost of living area and industry, and the third method is used to reduce the number of interaction parameters as described above. In all these cases one has of course to accept approximations. There is no general rule as to how large approximations are acceptable. This has to be decided from case to case. The results in section 5.2 and in appendix A show what approximations are accepted in this study.

The large-scale computations required for this kind of study sometimes give results of poor numerical 'accuracy which may become a real problem. All computations for the analysis in chapter 5 were made in double precision. To check the accuracy of the inverse matrix $\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1}$ the norm of the matrix

$$
\begin{equation*}
\mathrm{E}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)-\mathrm{I} \tag{5:116}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\|E\|=\sum_{i} \sum_{j} E_{i j}^{2} \tag{5:117}
\end{equation*}
$$

was calculated as a measure of reliability. The result obtained was usually less than $10^{-20}$. (For more details about the program used see Cedheim \& Klevmarken [1969].)

### 5.2 MODELS AND RESULTS

The results obtained when the models proposed in the previous section are applied to individual salary statistics from the Swedish Employers' Confederation (SAF) are described in this section. Because of limited computer capacity it was not possible to apply models with all possible factors and interactions on large data sets. Instead, different variants of the general linear model were applied to different subsets of data. The multiplicity of models and data sets is also explained by the application of more than one set of constraints. as well as by an attempt to use small models and data sets, when this was possible, to economize on computing expenses. In this section mostly summary measures are presented, while details of models and results are reproduced in appendix A for the most important models. The reader is referred to Klevmarken [1968a] for a complete report on the results for 1964 and previous years.

Cross section data have been used from the years 1957, 1960, 1961, 1963, 1964 and 1968 but there is no pooling of data between years. When changes in the salary structure were investigated the same model was estimated once for each year.

To investigate whether the salary structure differs between those who leave one employer and go to another and those who remain with the same employer, the data from 1960, 1961, 1963 and 1964 have been divided into the three subsets »Leavers», »Pairs» and »Beginners» which have previously been described in chapters 2 and 3.

The factors used to analyse the salary structure are age, cost of living area, education, job and industry. Others have also used for instance geographic area, plant size, race and religion. The last two factors are hardly relevant in Sweden, the first two may be relevant but they are not recorded and therefore it is not possible to investigate their effects. The analysis is restricted to male employees. The females are rather few, in particular when only employees with academic or professional high school training are considered. A more detailed survey of variables and definitions has already been given in chapter 2.

The exact variable setting of the most important models as well as the estimates are apparent from appendix A and from Klevmarken [1968a, part II]. The numbering system used in Klevmarken [1968a] is retained here. Each model is given a Roman number with possible variants named $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and so forth. The data set used in a particular application of a model is indicated by $\mathrm{B}, \mathrm{P}, \mathrm{L}$ or $\mathrm{H}^{\star}$ for $»$ Beginners». »Pairs», »Leavers» and the Whole set respectively and the last two digits of the year. If necessary the constraints used are denoted

[^33]by the corresponding number. For instance, the identification II:P64, 4 stands for model II applied to data set »Pairs» 1964 with constraint No. 4. Only a brief survey of the models used is given below.

Model I includes all five factors mentioned above. Three educational qualifications are represented, namely degree in engineering, certificate in engineering I and certificate in engineering II. The most numerous technical jobs families are included. All industries are included. The model is additive. It is applied to Leavers 1963, Pairs 1963 and 1964 and to Beginners 1964 in order to evaluate differences between Leavers, Pairs and Beginners.

Models IIa-IIb are also additive and IIa only differs from model I by including employees with a degree in science and employees with »other» university training. This model is a main instrument for the analysis of the salary structure in the technical job families. It is applied to data from 1957, 1960, 1964 and 1968. For the last year some modifications of the variable set up were necessary because of a change in job nomenclature (see appendix A). IIb only differs from IIa because the job factor is omitted.

The models IIIa - IIIc are all modifications of model II. IIIa is the same as II except for cost of living area and industry which are omitted. By comparing II and IIIa it is possible to analyse the effect of this truncation of model II. To be able to introduce interactions, given a limited computer space, the technical job families are analysed in two halves. Model IIIb includes employees engaged directly in production while model IIIc includes jobs in research and development. Both models are built up of the three factors age, education and job and involve all two-factor interactions. IIIb only includes the three educational qualifications in engineering, while IIIc also includes degree in science and other university degrees. All three models are applied to Pairs 1964.

Model IV is the base for the models Va - Ve, VIa - VIj and VII which are all used in a preliminary evaluation of main effects, interactions and the consequences of omitting factors. Model IV includes all five factors but the job factor is limited to a few commercial jobs and only six industries are included. There are five educational groups, the three groups of engineers and the two economic ones. The model is additive and is applied to Pairs 1964.

Models $V a-V e$ are the same as IV except for one omitted factor. In Va age is omitted, in Vb cost of living area, and so forth.

The models VIa - VIj possess the same main effects as model IV but one twofactor interaction has been added to each model. Model VIa thus includes the interaction age x cost of living area, model VIb age x education and so forth.

Model VII also possesses the same main effects as IV but it also incorporates at the same time all two-factor interactions except those with industry.

The models VIIIa - VIIIg are the main instruments used for the analysis of the salary structure in the commercial, economic and administrative job families. VIIIa is additive and includes all five factors. The educational factor includes the three groups of engineers and the two groups of economists. VIIIb does not include cost of living area and industry, otherwise it does not deviate from model VIIIa. VIIIg is the same as VIIIa, except for the job factor which is omitted. Following the procedure used for the models II and III, the commercial, economic and administrative job families are also analysed in two halves. IIIc covers the commercial jobs while IIId covers the economic and administrative jobs. Both models are additive, but in VIIIe and VIIIf all two-way interactions are added to the same main effects as in VIIIc and VIIId, respectively. VIIIa is applied to Pairs 1960 and 1964 and to all 1968, while VIIIb - VIIIf are applied only to Pairs 1964.

Model IX includes all employees with any of the recorded educational qualifications. All jobs are included, but job family and job level are treated as two separate factors. Besides job and education the model also includes age, cost of living area and industry. This model gives a survey of the whole salary structure. It is estimated for 1968.

The estimation has been done with a least squares regression program described in Cedheim \& Klevmarken [1969].

The analysis of the salary structure which follows starts with a few comments on the possibility of measuring salary differences in Sw.kr. rather than in relative terms and with some remarks on the stochastic properties of the models. In the next section there is an empirical evaluation of the effects of using different sets of constraints and then follows an analysis of the main effects. Possible interactions are also investigated. Main effects and interactions are ranked as to differentiating power. Some less important factors and interactions are omitted in the more detailed analysis of the salary structure in technically oriented jobs and in jobs oriented towards administration, finance and marketing. In the two
final sections the differences between Pairs, Leavers and Beginners are first analysed and then changes in the salary structure from 1957 to 1968.

### 5.2.1 Nominal or relative salary differences. Stochastic properties

In chapter 4 the individual salary was made up of an initial salary to which percentage increases were added. This was carried over to this chapter and resulted in models where the logarithmic salary is explained by a number of dummy variables. Salary differences are then measured in relative terms. It is, however, not selfevident that a relative comparison is the proper one. Alternatively salaries could be compared nominally in crowns. Technically this would imply that the nominal salary, not its logarithm, is the dependent variable in our models. This alternative has been tried for instance by Hill [1959] and Holm [1970], and compared to a multiplicative model. Both Hill and Holm find that the two models give about the same fit, the multiplicative model possibly adjusts a little closer to the data, but the difference is not large enough to discriminate between the two alternatives. The same result is obtained in the present study (see Klevmarken [1968a]). Hill chooses the multiplicative model after a study of the residuals and the income distribution generated by the model. He shows that the multiplicative model generates an income distribution which resembles the actual distribution better than the nominal model. Both models generate distributions which display leptokurtosis in comparison with a corresponding normal distribution, but the multiplicative one less so. Hill shows that the leptokurtosis can be explained by the heteroscedasticity of the residuals. The residual variance of both models increases by income level, but this increase is very much stronger in the nominal model than in the multiplicative one.

A priori arguments in favour of the multiplicative model can be obtained from our knowledge about salary setting. Negotiations usually result in percentage increases. Demands for compensation are usually phrased in relative rather than nominal terms. In particular among salaried employees relative comparisons seem to be the habit. The same tendency is not so pronounced among workers. They very often negotiate, for instance, about additional numbers of 'öre' per hour. As a result we would expect the nominal model to be more successful when applied to wages than to salaries. In the sequel our intention to use multiplicative models will be followed.

It has been shown in chapter 4 that the individual variability increases by age. As income also increases by age we can make the same observation as Hill, that the variability increases by income. We have previously offered an explanation for this heteroscedasticity, namely that everybody does not obtain promo-
motion, at least not at the same rate. If now the job factor is brought into the analysis to explain salary differences, more homogeneous groups are obtained and the heteroscedasticity is reduced. Besides, the heteroscedasticity should be less of a problem in this study than in Hill's because he includes both wage earners and salary earners, while this study only embraces salary earners. There are also better possibilities of dividing the data into more narrowly defined groups than in Hill's study.

As mentioned, Hill's distribution of residual incomes (Hill [1959], table VI) is not normal, but he shows that the leptokurtic deviation from normality does not reject the possibility that the residual is normally distributed in each factor combination but with a varying variance, i.e. the heteroscedasticity produces the leptokurtosis in the combined distribution of residuals. Hill [1959, p.378] finds $>$ that the separate distribution of logarithmic residuals for salary earners is closer to normality than is the overall distribution, but that for wage earners is not noticeably more normal than the joint distribution.» He also states: $\gg I t$ is probable that a more detailed occupational breakdown would produce distributions more closely normally distributed since there is evidently some further heteroscedasticity within the ranks of both salaried workers and wage earners.>

### 5.2.2 The choice of constraints. An empirical investigation

In section 5.1 it was shown that comparisons of effects were not in general independent of the constraints. One exception was pointed out. When the model is additive and for any of the sets of constraints 1,2 and 4 , the difference between two effects of a factor is the same for each set of constraints. It then follows that the difference between one effect defined by one set of constraints and the same effect defined by another set of constraints is the same for all effects of the factor. Three different models, all additive, have been estimated under the constraints 2 and 4. The models are named II, IV and VIIIa. The factors used are shown in table 5:4. Model II covers employees occupied in technically oriented jobs while models IV and VIIIa cover employees in commercial jobs. The models II and VIIIa are estimated on data from 1960 and 1964, and model IV only from 1964. All data used belong to the category $»$ Pairs». Table 5:4 gives the differences in the estimates due to different constraints. For all models, in comparison with system 2 , weight system 4 allocates more to the intercept and to the age factor than to education and job. The estimates of effects due to cost of living area and industry remain relatively unchanged. The estimated standard errors are less sensitive to a change in constraints than the parameter estimates. This indicates the possible danger in
singling out one estimate and following the too common procedure of testing whether it deviates significantly from zero. For instance, with constraints No.2, the effect of age interval $30-34$ years is estimated in model VIIIa at -0.0431 with the standard error 0.0048 , but with constraints No. 4 the estimate is -0.0066 and the standard error 0.0055 . With the common relaxed application of the $t$-test, the first estimate gives the conclusion that the effect of the age interval is significantly different from zero, while the second does not give significance.

To pursue the comparison of the constraints, a model with interactions has also been estimated. Model VIh only differs from model IV by the interaction between education and job. The model is estimated on Pairs from 1964 under the constraints 2,3 and 4 . The three sets of constraints give the same result for those factors which do not interact. The differences between the three estimates of the same age effect vary from age class to age class and similarly for the job effects. However, it is perhaps more interesting to compare the three differences between two educational qualifications, two jobs and two interactions. In table 5:5 the difference between the largest and smallest effect per factor is calculated

Table 5:4. Differences between effects estimated under the constraints 2 and 4

| Factor | Model |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| II:P60 | II:P64 | IV:P64 | VIIIa:P60 | VIIIa:P64 |  |
| Intercept | -0.009 | -0.069 | -0.077 | -0.054 | -0.028 |
| Age | -0.046 | -0.036 | -0.069 | -0.038 | -0.052 |
| Cost of living area | 0.011 | 0.009 | 0.000 | 0.007 | 0.005 |
| Education | 0.033 | 0.040 | 0.015 | 0.027 | 0.028 |
| Job | 0.015 | 0.060 | 0.109 | 0.048 | 0.042 |
| Industry | -0.004 | -0.004 | 0.022 | 0.010 | 0.005 |
| Totals | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

Table 5:5. Factor ranges when model VIh:P64 is estimated under different constraints

| Factor | Constraints |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: | :---: |
| Age | 2 | 3 | 4 |  |  |
| Cost of living area | 0.4293 | 0.4293 | 0.4292 |  |  |
| Education | 0.1530 | 0.0360 | 0.0360 |  |  |
| Job | 0.6939 | 0.1737 | 0.1770 |  |  |
| Industry | 0.1107 | 0.1107 | 0.6801 |  |  |
| Education x job | 0.1534 | 0.1472 | 0.1106 |  |  |

(factor range). As age, cost of living area and industry do not interact the ranges are the same for all constraints. For education, job and the interaction education x job they differ, but not by very much. At least for this model comparisons between effects do not depend very much on the constraints.

### 5.2.3 Investigation of main effects

The models used in this study involve a maximum of five factors. The question examined in this section is: Which factors are most important in the differentiation of salaries?

The results in table 5:6 are interpreted as an introduction. This table gives estimates of model IX applied to all men in 1968 with at least a (vocational) high school education. Altogether they amount to 50120 employees. The model is additive and the factors used are displayed in the table. The constraints imposed belong to system No.2. The estimates of this model give an overall view of the salary structure in the SAF sector. Later different parts of this structure will be analysed in more detail, in particular parts defined by different sets of job families.

The estimated salary of employees in a certain age interval, working in a particular cost of living area, with a particular education and so forth is obtained by adding the age effect, the effect due to cost of living area, the educational effect and so forth to the general mean and then taking the antilogarithm of the result. For instance, the estimated salary of a $28-29$ years old university graduate in engineering working on production control at job level 4 in an iron and steel plant situated in cost of living area 4 is in logarithmic form
$\ell=8.1362-0.1081+0.0033+0.1497+0.0338+0.1064+0.0116=8.3329$
and the antilogarithm of this number is 4159 , i.e. the estimated monthly salary is Sw.kr. 4159. This is not in general an unbiased estimate of the expected salary for employees with the above mentioned characteristics. Following the same arguments as in section 4.4 (p. 125), if the theoretical residual follows a normal distribution, 4159 is an estimate of the median salary of the employees belonging to the interval $28-29$ years, the cost of living area 4 , and so forth.

Suppose now we want to compare this salary with that obtained by those employees who have the same characteristics except for education, namely high school certificate in engineering I. Their estimated logarithmic salary is the sum of the same effects as the salary of those who graduated in engineering except for the effect due to education. From table 5:6 the logarithmic difference is then

Table 5:6. Estimates of model IX:H68 (all men with at least high school education in 1968)
General mean (intercept) $8.1362(0.0006)$
$\mathrm{R}=0.9229$
Number of observations 50120

| Age effects |  |  |
| :--- | :--- | :--- |
| -19 | -0.5184 | $(0.0257)$ |
| $20-21$ | -0.3929 | $(0.0089)$ |
| $22-23$ | -0.3030 | $(0.0038)$ |
| $24-25$ | -0.2300 | $(0.0025)$ |
| $26-27$ | -0.1669 | $(0.0022)$ |
| $28-29$ | -0.1081 | $(0.0022)$ |
| $30-31$ | -0.0597 | $(0.0021)$ |
| $32-34$ | -0.0117 | $(0.0019)$ |
| $35-39$ | 0.0441 | $(0.0015)$ |
| $40-44$ | 0.0910 | $(0.0015)$ |
| $45-49$ | 0.1134 | $(0.0017)$ |
| $50-59$ | 0.1252 | $(0.0016)$ |
| $60-$ | 0.0847 | $(0.0036)$ |

Job family
0. Administration

1. Production control
$\quad$ \& supervision
2. Research \& development
3. Construction \& design
4. Other technical
5. Journalism, library work
6. Education
7. General service \& health
8. Commerce
9. Finance \& accounting

| 0.0651 | $(0.0044)$ |
| ---: | ---: |
| 0.0338 | $(0.0014)$ |
| -0.0179 | $(0.0016)$ |
| -0.0290 | $(0.0011)$ |
| -0.0327 | $(0.0015)$ |
| -0.0743 | $(0.0104)$ |
| -0.0489 | $(0.0099)$ |
| 0.1613 | $(0.0138)$ |
| 0.0413 | $(0.0014)$ |
| -0.0081 | $(0.0027)$ |

Cost of living area

| 3 | -0.0282 | $(0.0005)$ |
| :--- | ---: | ---: |
| 4 | 0.0033 | $(0.0014)$ |
| 5 | 0.0648 | $(0.0012)$ |
|  |  |  |
|  |  |  |
| Education |  |  |
| University degree in | 0.1497 | $(0.0019)$ |
| $\quad$ engineering | 0.0488 | $(0.0046)$ |
| business \& economics | 0.0710 | $(0.0067)$ |
| science | 0.0160 | $(0.0088)$ |
| law or social science | -0.1151 | $(0.0175)$ |
| social work | 0.0835 | $(0.0061)$ |
| other sciences |  |  |
| High school certificate in | -0.0022 | $(0.0009)$ |
| $\quad$ engineering I | -0.0335 | $(0.0008)$ |
| engineering II | -0.0508 | $(0.0028)$ |
| commerce |  |  |


| 0.5345 | $(0.0035)$ |
| ---: | ---: |
| 0.3249 | $(0.0018)$ |
| 0.1064 | $(0.0011)$ |
| -0.0859 | $(0.0008)$ |
| -0.2471 | $(0.0016)$ |
| -0.3561 | $(0.0037)$ |
| -0.4015 | $(0.0181)$ |

## Industry

| Mining | 0.0090 | $(0.0052)$ | Printing and allied <br> industries |  |  |
| :--- | ---: | :--- | :--- | ---: | :--- |
| Metal and engineering industry | 0.0116 | $(0.0021)$ | Food manufacturing <br> industries | 0.0280 | $(0.0086)$ |
| $\quad$ Iron and steel works, metal plants | -0.0117 | $(0.0045)$ |  |  |  |
| $\quad$ Manufacture of hardware | 0.0140 | $(0.0034)$ | Beverage and tobacco <br> industries | 0.0355 | $(0.0130)$ |
| Engineering works | -0.0130 | $(0.0010)$ | 0.0046 | $(0.0051)$ |  |
| Repair works | 0.0228 | $(0.0070)$ | Textile industry <br> Shipyards | -0.0126 | $(0.0034)$ |

$$
\ell_{\text {graduates }}-\ell_{\text {high school }}=0.1497+0.0022=0.1519
$$

i.e. a percentage difference between the two educational qualifications of $16.4 \%$.

There are several possibilities of measuring the impact of the different factors. One way is to look at the size of the estimated coefficients, but as has been pointed out already the magnitude of a particular coefficient is of relatively small interest while the salary variation due to one factor as compared with another is more interesting. One easy and natural measure is the range of the effects. Ranges have been calculated factor by factor for a number of models and tabulated in table 5:7. It is perfectly legitimate to compare the ranges factor by factor for each model, but comparisons between models should be done with great caution as the number of age intervals, jobs and educational qualifications differ between the models. For instance, the relatively small job range of model IV is explained by the lack of the low-paid job levels 6,7 and 8 in this model.

The results in the table clearly indicate that the factor producing the greatest differentiation is the job factor. The factor ranges in the table can be transformed into percentages. For instance, the average salary in the best paid job (job level 2) is approximately $200 \%$ higher than the average salary in the least paid job (job level 7) after differences due to other factors have been accounted for. In this sense we may say that the job factor allows for average salary differences of $200 \%$. It is important to note that we compare averages. The individual variability is of course greater. ${ }^{\star}$ The estimates of model IX reveal that job level account for the greater part of the variability due to job while the differences between job families are not so important. In the same way we find

Table 5:7. Salary ranges by factor

| Factor | Model and data |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
|  | II:P60 | II:P64 | IV:P64 | VIIIa:P60 | VIIIa:P64 | IX:H68 |  |  |  |
| Age | 0.3513 | 0.3088 | 0.3812 | 0.4039 | 0.3769 | 0.6436 |  |  |  |
| Cost of living area | 0.0823 | 0.0674 | 0.0360 | 0.0701 | 0.0525 | 0.0930 |  |  |  |
| Education | 0.1755 | 0.1750 | 0.1530 | 0.1713 | 0.1699 | 0.2648 |  |  |  |
| Job | 0.9977 | 0.9201 | 0.6929 | 1.0350 | 1.1022 |  |  |  |  |
| $\quad$ Job family |  |  |  |  |  | 0.2356 |  |  |  |
| $\quad$ Job level | 0.1016 | 0.0993 | 0.1111 | 0.1270 | 0.0946 | 0.0485 |  |  |  |
| Industry |  |  |  |  |  |  |  |  |  |

$\star$ See section 2.2 , the principle of individual salary setting. Individual merits and ability to fulfil the requirements of a job are not fully accounted for by any of factors used to analyse the salary structure.

Table 5:8. F-ratios by factor

| Model | Omitted factor | Degrees of freedom |  | F-ratio | $\mathrm{F}_{0.95} \star$ |
| :--- | :--- | :---: | :---: | ---: | :--- |
|  | Numerator | Denominator |  |  | 2.38 |
| Va | Age | 4 | 3139 |  |  |
| Vb | Cost of living |  | 3139 | 29.6 | 3.85 |
|  | area | 1 | 3139 | 101.1 | 2.61 |
| Vc | Education | 3 | 3139 | 1349.0 | 2.61 |
| Vd | Job | 3 | 3139 | 12.3 | 2.38 |
| Ve | Industry | 4 |  |  |  |

$\star$ The theoretical F-values are given with 1000 degrees of freedom in the denominator.
that there are average salary differences due to age of $35-50 \%$ among the employees covered by the models II, IV and VIIIa and about $90 \%$ when all employees are considered (model IX). The third most important factor is education which allows for differences of $15-20 \%$ and almost $30 \%$, respectively. The differentiating power of the two remaining factors is considerably less, $5-10 \%$, and the relative importance of these two factors varies from model to model.

An alternative measure of the importance of a factor is the traditional F ratio. As an example F-ratios have been calculated from model IV when one factor, factor by factor, is omitted. The new models are denoted $\mathrm{Va}, \mathrm{Vb}, \ldots, \mathrm{Ve}$. The result is given in table $5: 8$. Although the F-ratios are not calculated in order to test that the effects of each factor are zero, the corresponding theoretical F-values are still given in the right-hand column of the table as a base of reference. The same conclusions can be drawn from the F-ratios as from the ranges. The most important factor is definitely job. Then follows age and education and finally cost of living area and industry.

Figure 5:3 as well as table 5:6 reveal an age-salary profile of traditional form. The differences between the cost of living area, as we have seen, are relatively small. In area 5 the salaries were about $6 \%$ higher in 1968 than in area 4 and $9 \%$ higher than in area 3.

With the exception of graduates in social work who form a very small group in Swedish industry, academic training is paid better than high school training, but the differences are not very large. The highest average salary is obtained by graduates in engineering. They obtained in 1968 on average $7-13 \%$ more than those who graduated in other subjects, and 15-20 \% more than employees with a high school certificate. Engineers are in general better paid than economists and others. All these comparisons are standardized for differences in job attainment, and the high salaries of those with academic training who have reached this level due to quick promotion are not included in the comparisons (see below).

Figure 5:3. Age-earnings profile of all men with at least high school education (model IX:H68)


According to the estimates the best paid jobs are in general service and health. This result is due to a relatively small number of well paid physicians. Disregarding this job family, jobs in administration, production and commerce are on average better paid than jobs in research and development, construction, journalism, education and finance and accounting. The differences range from about $15 \%$, but between the big job families they are smaller. For instance, production work is on average paid $5 \%$ more than research and development, and commerce also $5 \%$ more than finance and accounting.

The job level attained by an employee who recently graduated from university is usually level 5 , while those who come from a vocational high school training (in particular engineers) usually obtain level 6 , and less qualified employees like typists, office clerks and card punchers obtain 7 and 8 . The average salary at the top level 2 (the level below the management level) is $85 \%$ higher than at level 5 , the difference between levels 5 and 6 is $17 \%$ and that between levels 6 and $8,16 \%$. It will also be seen from figure $5: 4$ that the differences are smaller at the beginning of the career than in the middle and at the end.

The estimated differences between industries are small, only a few percentage units, but the standard errors are high enough to make all comparisons very uncertain.

Although the F-ratios in table 5:8 reveal a marked difference between cost of living area and industry on the one hand and age, education and job on the other, they are all significant in the sense that the calculated F-ratios are higher than the theoretical ones. We have also found that, for instance, the effects due to cost of living area are small but they are all significant, i.e. the estimates deviates from zero by more than twice their standard errors. However, this is partly

Figure 5:4. Job level-earnings profile of all men with at least high school education (model IX:H68)

due to a large number of observations in each area. If they were all broken down into a number of smaller areas, some or all effects would probably become insignificant. Analogously, if insignificant effects are obtained and the sample size is then increased if possible, all effects will sooner or later become significant. The significance of the effects (factors) is thus of lesser importance then the very estimates of effect differences. This is of course not to say that the standard errors of the estimates are unimportant, on the contrary they give highly relevant information about the uncertainty of the estimates, but it is suggested that a test of no effect is not very meaningful. More interesting is it to estimate the magnitude of the effect.

In order to simplify the models to those factors most relevant to an explanation of salary differences and to avoid exceeding the memory capacity of the computer when interactions are added to the models, it is desirable to omit
one or two factors. Cost of living area and industry have been found to have very much less differentiating power than the three other factors. It is therefore natural to omit these two variables, but before doing so an investigation should be made as to the effect this truncation of the models will have on the estimates of the age, education and job effects. If the regressors belonging to cost of living area and industry are orthogonal to atl other regressors, then the truncation does not change the estimates (see section 5.1). Although the age distribution, the distribution of educational qualifications and jobs do not differ very much from one cost of living area to another and from one industry to another, there are certainly differences (see chapter 3). Instead of investigating the intercorrelations between regressors it is empirically more convenient to measure the result of omitting one factor directly in the estimates of the remaining effects. This will be done below, first with model IV and then with II and VIIIa. To begin with only one factor is omitted. Table 5:9 shows the differences between the estimates of model IV:P64 and the estimates of the models $\mathrm{Va}-\mathrm{Ve}: \mathrm{P} 64$. As before model Va is the same as model IV except that the age factor is omitted. In model Vb cost of living area is omitted, and so forth. Omitting cost of living area or industry hardly changes the estimates of the age, education and job effects at all. No change exceeds one per cent. The change obtained when both cost of living area and industry are omitted from model IV is not investigated but will be when they are omitted from models II and VIIIa. The truncated models are called IIIa and VIIIb respectively. Table 5:10 shows the differences between the estimates of II and IIIa. Dropping both cost of living area and industry does not produce changes in the estimates for age and education worthy of consideration, but some of the job estimates change more than should be acceptable. The table reveals that there are some relatively high negative differences for production and supervision jobs (110, 120,130 ). A possible explanation is that industries paying relatively high salaries also have a large proportion employed in these jobs. The industry effects are then picked up by the job effects. The industry estimates of model II:P64 show that employers, particularly in Building and construction, pay more than other employers but also Iron and steel works; Metal plants; Quarrying: stone, clay and glass industries;Repair works; Pulp and paper industry and Mining pay salaries a little above average. As has been pointed out already the differences are small and the standard errors relatively high. From chapter 3 we know that there are many engineers in Building and construction employed in jobs belonging to the families 120 and 130 .

The comparison between models VIIIa and VIIIb reveals the same insensitivity to the omitted factors as before (see Klevmarken [1968a] p.43) and although this result formally only applies to the particular models investigated, it can probably be extended to the whole SAF sector.

Omitting other factors than cost of living area and industry may teach us more about the interrelations between the factors. In particular it may be interesting to omit the job factor because education more or less predestinates to certain jobs, not only to job families but also to job levels. In chapter 3 it was demonstrated that employees with academic training were in general employed at higher job levels than employees with less training and engineers are generally found at higher levels than employees with training in business and commerce. In chapter 4 age-earnings profiles were studied. The age dependent salary increments estimated to generate these profiles can at least partly be explained by promotion from one job level to another and the differences observed between the educational qualifications can possibly be explained by differences in promotion.

Table 5:9 shows that omitting any of the factors age, education or job has a considerable effect on the other two factors. The last-but-one column of the table shows that the effects of the omitted job factor are first picked up by the age factor but also by education. The age differences increase because the high salaries at the top levels, usually obtained by middle aged and old employees, are now partly measured as an effect of age and similarly for the low salaries obtained by younger employees at low job levels. The job effect also spills over to the educational effects. The effects due to university training in engineering and in business \& economics increase while the effects due to high school training in engineering decrease. The explanation is of course that graduates fill most of the top level jobs while non-graduates are more frequent at the low levels. For the same reason the omitted educational effects in the third column show up as an increased differentiation due to job. As shown in chapter 3 the relative frequency of graduates is relatively high in the age interval 23-35 years while in particular non-graduate engineers II are frequently middle-aged. This explains the slightly higher age effects in the intervals $26-29$ and $30-34$ years when education is omitted, and the higher educational effect due to engineering II and the lower effects due to university training in engineering or business \& economics.

In figure 5:5 age-earnings profiles have been plotted based on estimates of model II for 1968. The solid curve is the profile obtained when the model includes the job factor, while the broken curve is the profile obtained without it. The steeper broken profile shows how much promotion means as regards salary differences between young and old employees. The difference between the curves can be taken as a measure of the effect of promotion. The solid curve would then indicate salary differences due to age regardless of promotion. Figure $5: 6$ shows the same two profiles for the commercially oriented jobs of model VIIIa for 1968. Although the two models cover entirely different job families and partly different educational qualifications the similarity between the profiles in figures 5:5 and 5:6 is remarkable.

Table 5:9. Differences between the estimates of model IV and the models Va - Ve; Pairs in $1964^{\star}$

| Factor-effect | Models/Factors omitted |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { IV-Va } \\ & \text { Age } \end{aligned}$ | $\mathrm{IV}-\mathrm{Vb}$ <br> Cost of living area | $\mathrm{IV}-\mathrm{Vc}$ <br> Education | $\begin{aligned} & \text { IV -Vd } \\ & \text { Job } \end{aligned}$ | $\mathrm{IV}-\mathrm{Ve}$ <br> Industry |
| Intercept | $-0.0001$ | -0.0001 | -0.0001 | $-0.0001$ | $-0.0001$ |
| Age |  |  |  |  |  |
| -25 |  | -0.0002 | 0.0001 | 0.1801 | -0.0035 |
| 26-29 |  | -0.0001 | -0.0118 | 0.1584 | 0.0000 |
| 30-34 |  | 0.0016 | -0.0107 | 0.0987 | -0.0009 |
| 35-44 |  | -0.0004 | 0.0034 | -0.0180 | -0.0001 |
| 45-59 |  | -0.0002 | 0.0080 | -0.0972 | 0.0009 |
| $60-$ |  | -0.0001 | -0.0037 | -0.1104 | 0.0011 |
| Cost of living area |  |  |  |  |  |
| 3 | -0.0015 |  | -0.0022 | 0.0051 | -0.0022 |
| 4 | 0.0065 |  | 0.0059 | -0.0105 | 0.0008 |
| 5 | -0.0010 |  | 0.0003 | -0.0029 | 0.0032 |
| Education |  |  |  |  |  |
| Graduate in engineering | 0.0147 | -0.0003 |  | -0.1312 | 0.0021 |
| Certificate in engineering I | 0.0037 | 0.0008 |  | 0.0262 | 0.0024 |
| Certificate in engineering II | -0.0208 | -0.0026 |  | 0.0628 | 0.0005 |
| Graduate in business \& economics | 0.0582 | 0.0020 |  | -0.1742 | -0.0060 |
| Certificate in commerce | 0.0052 | 0.0047 |  | -0.0029 | -0.0070 |
| Job |  |  |  |  |  |
| 8102 | -0.0774 | 0.0015 | -0.0451 |  | -0.0004 |
| 8103 | -0.0557 | -0.0018 | -0.0247 |  | -0.0024 |
| 8104 | -0.0226 | 0.0009 | -0.0061 |  | 0.0008 |
| 8105 | 0.0523 | -0.0002 | 0.0219 |  | 0.0004 |
| 9454 | 0.0183 | 0.0023 | -0.0053 |  | 0.0032 |

Industry

| Metal and engineering industry | 0.0001 | -0.0008 | -0.0028 | 0.0020 |
| :---: | :---: | :---: | :---: | :---: |
| Quarrying: stone, clay and glass industries | 0.0103 | 0.0054 | 0.0131 | 0.0021 |
| Manufacture of pulp, paper and paper products | -0.0110 | 0.0030 | 0.0247 | -0.0060 |
| Textile industry | -0.0066 | 0.0094 | -0.0079 | -0.0264 |
| Chemical industry | 0.0143 | 0.0028 | 0.0093 | -0.0379 |
| Building and construction | -0.0147 | 0.0010 | 0.0096 | 0.0247 |

* Constraints No. 2 have been used.

Table 5:10. Differences between the estimates of model II and model IIIa;
Pairs in 1964*

| Intercept | 0.000 |  |  |
| :--- | ---: | :--- | ---: |
| Age |  | Education |  |
| -25 | 0.0012 | Degree in engineering | -0.0051 |
| $26-29$ | -0.0002 | Certificate in engineering I | 0.0062 |
| $30-34$ | -0.0016 | Certificate in engineering II | -0.0028 |
| $35-44$ | -0.0003 | Degree in science | -0.0007 |
| $45-59$ | 0.0013 | Other academic degrees | 0.0035 |
| $60-$ | 0.0006 |  |  |

Job

| Job <br> family | Job level <br> 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 110 | -0.0074 | -0.0121 | -0.0055 | -0.0112 |  |  |
| 120 |  |  | -0.0752 | -0.0701 |  |  |
| 130 |  |  |  | -0.0105 | -0.0733 | -0.0719 |
| 200 | 0.0279 | 0.0267 | 0.0232 | 0.0095 | -0.0246 |  |
| 210 | 0.0085 | 0.0068 | 0.0061 | 0.0073 | 0.0031 | -0.0109 |
| 310 | 0.0124 | 0.0097 | 0.0094 | 0.0084 | 0.0116 | -0.0017 |
| 400 | 0.0110 | 0.0055 | 0.0070 | 0.0096 | 0.0147 |  |
| 470 |  | 0.0053 | 0.0008 | 0.0050 | 0.0084 |  |
| 490 | 0.0052 | 0.0053 | 0.0024 | 0.0054 |  |  |

$\star$ Constraints No. 2 have been used.

Figure 5:5. Age-salary profiles from model II: H68, with and without the job factor


Figure 5:6. Age-salary profiles from model VIIIa:H68, with and without Age effect


These profiles can be used to calculate »increments per year» more or less comparable with the $\gamma$-values in chapter 4. Disregarding the fact that the profiles in the two figures are standardized for differences in cost of living area and industry and that the profiles in chapter 4 were calculated for each education, the broken profiles are comparable to the cross section profiles in chapter 4. In table 5:11 the logarithmic salary differences between successive age intervals have been recalculated to annual changes. If the average increase in initial salaries, $0.06-0.07$, is added to the numbers obtained when job is omitted, the result is roughly comparable to the $\gamma$-values in chapter 4 . The difference between the columns »Job excluded» and »Job included» indicates how much promotion contributes to the annual salary increases, between $1.5 \%$ and $2 \%$ per year below (approximately) 40 years and almost nothing above. Model II and model VIIIa give about the same result. As these calculations have been made from a cross section and only from one cross section the interpretation given cannot be accepted without reservations. It has already been proposed in chapter 4 that the promotion activity is most intense during periods of excess demand for labour. It must also depend on the age distribution of the labour force. To use one cross section may then give a ॥non-typical» result. More serious is perhaps the fact that the profiles are assumed to be the same for graduates and nongraduates. Graduates enter the labour market later than non-graduates and they probably obtain higher increases due to promotion when they are in their midthirties than non-graduates. The result may very well be that we underestimate the increase due to promotion for both groups.

Table 5:11. Age effect differences (per year) estimated from models II:H68 and VIIIa:H68, with and without the job factor

| Age interval | Logarithmic increase per year |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Model II |  | Model VIIIa |  |
|  | Job excluded | Job included |  | Job excluded |
| $22.5-27.5$ | 0.038 | 0.023 | 0.047 | 0.026 |
| $27.5-32.5$ | 0.039 | 0.019 | 0.042 | 0.023 |
| $32.5-40.0$ | 0.028 | 0.013 | 0.027 | 0.013 |
| $40.0-52.5$ | 0.010 | 0.004 | 0.007 | 0.005 |
| $52.5-62.5$ | -0.007 | -0.003 | -0.009 | -0.002 |

The changes in the educational effects when the job factor is omitted from Model II and model VIIIa are demonstrated in figure 5:7. In both models the differences between graduates and non-graduates are increased. In the technical job families (model II) the effect of graduate engineering is increased by 11 percentage units and the effect of engineering II decreased by 15 percentage units. In the commercial and accounting families (model VIIIa) the effect due to graduate studies in business \& economics increases by 14 percentage units which is more than the 10 percentage units for graduate engineers. In these job families promotion therefore means more to businessmen and economists than to engineers, but the latter are still receiving higher rewards. The effects of engineering II and commerce both decrease by $9-10$ percentage units. These numbers then indicate how much promotion means as regards the salary differentiation between educational qualifications. For instance, a graduate in business \& economics receives on average a salary which is $8 \%$ higher than that received by a high school commercially trained employee (model VIIIa) when differences in job attainment are accounted for. When there is no standardization for job differences the graduate obtains on average $35 \%$ more than the non-graduate. The difference, $27 \%$, can roughly be interpreted as the effect of the better promotion a university graduate obtains.

### 5.2.4 Investigation of interactions

In the previous section all models investigated were additive. Now is the time to introduce interactions and to compare the magnitude of these with the main effects. First some a priori arguments for the existence of interactions and their directions.

From other studies we know that labour with an advanced education and employed at top level jobs shows a higher geographical mobility than do others (Rundblad [1964], p.173). On a local level the supply of jobs which meet their specialization is limited. They therefore look for employment in a geographically wider labour market. This kind of labour is usually better informed about employment, salaries, etc. than less educated labour which reduces geographically salary differences between them because of market imperfections. The experience of Swedish employers shows that they usually have to pay highly qualified labour at least as much in rural areas as in the big cities. From this we may infer that salary differences between cost of living areas should be less among graduates and at high job levels than among non-graduates at low job levels.

It is also well known that young people have a higher mobility, including geographical mobility, than middle aged and old people (see section 3.4 and

Figure 5:7. Educational effects of the models II and VIIIa, with and without the job factors in 1968


Rundblad [1964], p.162). For the same reason as above we would then expect a tendency to smaller salary differences between cost of living areas for young than for old employees.

The estimated profiles in chapter 4 revealed an increased salary difference by age between educational qualifications in particular between graduates and nongraduates. This result thus shows an interaction between age and education, but no allowance was made for differences in job attainment. The introduction of job level should at least reduce this interaction.

Formal education is generally considered to be less important at high job levels, partly because these jobs are often of a rather general managerial nature and partly because these employees, who are relatively old, have a more or less obsolete formal education. Salary differences between educational groups may then be smaller at high job levels than at low levels. It is also obvious that formal education is more needed in some job families than in others. For instance, some expert scientific and technical knowledge and skill is usually required for research which is not always very competitive in other fields. This then suggests the presence of interaction between education and job family. However the salaries paid to these experts naturally depend on the situation in their rather limited markets which could neutralize the interaction we would normally expect to find between education and job family.

Interactions with industry are perhaps more difficult to predict. From chapter 3 we know that some educational qualifications and some jobs are more frequent in some industries than in others. This indication of differences in relative advantage may then also be an indication of possible interactions. The estimates of the main effects were, however, relatively small and uncertain and there are no reasons to expect anything else for the interactions, although exceptions may be discovered.

When analysing British income data Hill [1959] used a model with nine occupations, six age groups, four regions, three town sizes and ten industries. Some of the variables were combined into interactions, namely occupation x age, occupation $x$ region and occupation $x$ town size. He found that income differences between young and old were greater among those employed in managerial and professional occupations than among manual workers. The difference between the age groups 18-24 years and 55-64 years was $66 \%$ for managerial and higher professional occupations and only $8 \%$ for manual workers. The interaction between occupation and region was smaller. For instance, the difference between Midland \& Wales and Scotland was $7 \%$ in the managerial and professional occupations and virtually none for shopkeepers and unskilled manual labour. Although small, this interaction is opposite to what may be expected
for Sweden. The possible explanation for this result is that it is standardized for differences in town size. The income differences in the United Kingdom between conurbations and rural areas are greater for shopkeepers and unskilled manual workers than for the managerial and professional occupations, but still rather small, $6 \%$ and $2 \%$, respectively. Unfortunately Hill did not calculate any standard errors of the estimates which can be used to judge the uncertainty in these comparisons.

Some results from Holm's study of males and females in Sweden who were employed full time over the whole year (SOU [1970:34]) may also be of some interest. His model includes the factors age, education, branch of economy and region. The only interactions which give some contribution towards the explanation of income differences are for males age x education and education x branch of economy and for females education x region, education x branch of economy and age x branch of economy. The difference between the age groups $25-34$ years and over 55 years is $7 \%$ for males with secondary school education with or without vocational training, while for males with a university degree the difference is $45 \%$. To make a correct interpretation of this interaction it must be kept in mind that the model does not include any occupational factor. The difference between income earners with a low and a high education, respectively, is at least partly due to different occupational mixes. Holm's estimates of the interaction education x branch of economy seem to be a little erratic with high standard errors. For instance in agriculture, forestry, hunting and fishing males with a degree have $114 \%$ more income than males with high school education (with or without vocational training), while there appear to be nearly no differences in public service! The different set-up of interactions for females is also a little puzzling.

In a first attempt to determine how important interactions are for the explanation of salary differences in Swedish industry, two-way interactions have been added one by one to model IV to form the new models VIa - VIj. Model VIa contains the interaction age x cost of living area, VIb age x education, and so forth. The differentiating power is measured in the same way as before by ranges and F-ratios. The ranges have to be used with some caution because cross classification sometimes reduces the number of observations in each combination to just a few. In this sense some estimates are obtained from a small number of observations and their estimated standard errors become fairly large. To prevent too much stochastic variation in the ranges, they have only been calculated on estimates from at least five observations.

Table 5:12 shows the calculated ranges and F-ratios. They do not exactly tell the same story. The ranges do not differentiate very much between the interactions. The magnitudes indicate that the interactions are of the same importance as regards the explanation of salary differences as the main effects education and industry (table 5:7). Cost of living area $\times$ industry, job x industry and age $x$ industry are the interactions with the widest range. The Fratios are very small compared to the F-ratios of the main effects. Two ratios, a little higher than the rest, can be distinguished, namely for cost of living area x industry and age x job. Table 5:13 shows the estimated interactions of cost of living area $x$ industry and the corresponding number of observations. Although this is one of the two interactions which contributes most to the explanation of the salary differences, inspection of the estimates and the corresponding standard errors reveals that most estimates are very uncertain. Remembering this we may notice that the estimated salary differences between cost of living areas 5 and 3 are more than $15 \%$ greater than average in Quarrying: stone, clay and glass industries, while in the Textile industry the difference between areas 4 and 3 is $13 \%$ less than average. In Building and construction the salaries are $7 \%$ lower than average in area 4 and $5 \%$ higher than average in area 5.

The weakness of the analysis of models $\mathrm{VIa}-\mathrm{VIj}$ is that only one interaction is treated in each model. The estimates of for instance age x job may have picked up effects from other interactions now left outside the model. To investigate this and in an attempt to obtain less uncertain estimates, model VII was estimated. This model is obtained from model IV by adding all two-factor interactions except those with industry. In forming interactions the age groups are reduced to three, while the six original groups are kept for the main effects. The adjusted ranges have been calculated for table $5: 14$. They are now reduced to a magnitude even smaller than before which is of course at least partly due to the reduced number of age groups. Two ranges are a little wider than the others, education x job and age x job. Inspection of the first group of estimates reveals that the relatively wide range entirely depends on one estimate from nine observations only. If the range is recalculated with this estimate omitted it is reduced to 0.0715 . The interaction age x job is illustrated in figure $5: 8^{\star}$ which clearly shows how the salary differences between age groups increase at high job levels. A result in close agreement with those obtained by Hill and Holm.

[^34]Table 5:12. Adjusted ranges and F-ratios for interactions in the models VIa-VIj

| Model/Interaction | Adjusted range | F-ratio | Degrees of freedom in numerator | $\mathrm{F}_{0.05}$ |
| :---: | :---: | :---: | :---: | :---: |
| VIa age x cost of living area | 0.1137 | 2.00 | 10 | 1.84 |
| VIb age x education | 0.1261 | 0.69 | 20 | 1.58 |
| VIc age x job | 0.1316 | 4.11 | 15 | 1.68 |
| VId age $x$ industry | 0.1687 | 2.04 | 25 | 1.52 |
| Vie cost of living area $x$ education | 0.0759 | 2.35 | 8 | 1.95 |
| VIf cost of living area x job | 0.0876 | 1.24 | 8 | 1.95 |
| VIg cost of living area x industry | 0.2179 | 5.93 | 9 | 1.95 |
| VIh education x job | 0.1534 | 1.66 | 16 | 1.65 |
| VIi education x industry | 0.1467 | 1.76 | 20 | 1.58 |
| VIj job x industry | 0.2066 | 2.61 | 18 | 1.62 |

Note: The adjusted ranges are only calculated on estimates from at least five observations.
The F-ratios are »F to enter» interactions into model IV and the degrees of freedom in the denominator are 3139. The theoretical F-values are, however, obtained for 1000 degrees of freedom in the denominator.

Table 5:13. Interactions cost of living area x industry in model Vg:P64

| Industry | Estimates of interaction effects |  |  | Number of observations |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cost of living area |  |  |  |  |  |
|  | 3 | 4 | 5 | 3 | 4 | 5 |
| Metal and engineering industry | $\begin{gathered} 0.002 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.002) \end{gathered}$ | 1289 | 406 | 855 |
| Quarrying: stone, clay and glass industries | $\begin{gathered} -0.042 \\ (0.010) \end{gathered}$ | $\begin{aligned} & 0.048 \\ & (0.028) \end{aligned}$ | $\begin{gathered} 0.119 \\ (0.032) \end{gathered}$ | 78 | 23 | 18 |
| Manufacture of pulp, paper and paper products | $\begin{gathered} -0.007 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.036 \\ (0.027) \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.041) \end{gathered}$ | 81 | 24 | 12 |
| Textile industry | $\begin{gathered} 0.037 \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.099 \\ (0.034) \end{gathered}$ | - | 37 | 14 | 0 |
| Chemical industry | $\begin{gathered} -0.008 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.056 \\ (0.026) \end{gathered}$ | $\begin{gathered} -0.018 \\ (0.024) \end{gathered}$ | 115 | 26 | 30 |
| Building and construction | $\begin{gathered} 0.020 \\ (0.019) \end{gathered}$ | $\begin{gathered} -0.067 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.053 \\ (0.016) \end{gathered}$ | 44 | 55 | 53 |

Figure 5:8. Interactions age x job in model VIII:P64


Figure 5:9 shows that the salary differences between the cost of living areas, in particular between area 5 on the one hand and areas 4 and 3 on the other, are higher for non-graduates than for graduates. In area 5 non-graduates are paid about $3 \%$ more than in area 3, while in area 5 graduates are paid about $1 \%$ less than in area 3. This pattern is in accordance with our previous expectations.

In figure 5:10 the cost of living areas are compared by age. The cost of living area effects and the interactions are plotted but not the age effects. There are almost no differences between the areas among employees older than 44 years but a difference of approximately $6 \%$ between area 5 and areas 3 and 4 for employees younger than 30 years. In this case there are apparently forces stronger than mobility, as the result is opposite to the predicted result.

All these comparisons are very uncertain and they serve mainly an illustrative purpose. Because of the uncertainty it is of no great interest to pursue the comparisons. The small contribution of the interactions is also illustrated by the Fratio in table 5:15, as compared to those of the main effects. Model VII is limited to a relatively small set of data and the results obtained may not be valid in a more general context. Interactions will therefore be studied also in the two following sections which are used for a study of the salary structure in technical jobs and in commercial, financial and accounting jobs, respectively. The two Fratios for model VIII in table 5:15 are, however, already an indication on the relatively small importance of interactions in the job families commerce, finance and accounting.

Figure 5.9. Comparison between cost of living areas by education in model VII: P64


Figure 5:10. Comparison between cost of living areas by age in model VII: P64


Table 5:14. Adjusted ranges of interactions in model VII

| Interaction | Adjusted range |
| :--- | :--- |
| Age $\times$ cost of living area | 0.0382 |
| Age x education | 0.0504 |
| Age x job | 0.1042 |
| Cost of living area | 0.0840 |
| x education | 0.0648 |
| Cost of living area x job | 0.1713 |
| Education x job |  |

Table 5:15. F-ratios for interactions

| Models with <br> and without <br> interactions | F-ratio | Degrees of freedom |  |  |
| :--- | :--- | :--- | :--- | :---: |
| Numerator | Denominator | $\mathrm{F}_{60 .{ }^{\infty}(0.05)}$ |  |  |
| VII/IV | 2.18 | 50 | 3139 | 1.32 |
| VIIIe/VIIIc | 3.15 | 54 | 5141 | 1.32 |
| VIIIf/VIIId | 3.60 | 52 | 2347 | 1.32 |

### 5.2.5 The salary structure in some important jobs belonging to the technical, economic and administrative job families

The reader has now been shown the general magnitudes of main effects and interactions. This section is devoted to a study in some detail of the salary differentiation in the most numerous technical, economic and administrative jobs. The technical job families are analysed separately from the economic and administrative families and the results are then compared. In order to neutralize differences in age distribution, distribution by cost of living area, education and industry, constraints No. 4 are sometimes used.

Model II is an additive model which covers the technical job families, while model VIIIa which is also additive covers the non-technical families. Both models include the five factors age, cost of living area, education, job and industry. Although the factors are called the same, their composition differs a little. In addition to the job factors which of course have no effect in common, the educational set-up also differs. Both models include the three categories of engineers but model II in addition includes employees who have graduated in science and employees with other university training, and model VIIIa employees with a degree in business \& economics and with a certificate in commerce. The data set used is Pairs from 1964. The salary structure is now analysed for this year only. An investigation of the permanence of the structure is postponed to a following section.

A comparison between the two intercepts shows that the general salary level in the technical job families is very nearly the same as the level in commercial, economic and administrative work. The two age profiles are drawn in figure 5:11, and the small difference between the two curves reveals somewhat wider salary differences between younger and middle aged employees in the non-technical jobs than in the technical ones. Cost of living area differentiates a little more in model VIIIa than in II (figure 5:12). On average salaries in area 5 are $7 \%$ and $5 \%$, respectively, higher than in area 3 . The salary differences between the three groups of engineers are roughly the same in technical and non-technical jobs. University engineers obtain on average a considerably higher salary than other academics and non- academics. They obtain about $7 \%$ more than business economists, $8-9 \%$ more than scientists and other academics and 15-18 \% more than non-academics.

The job estimates first of all reveal the great differences between job levels but there are also systematic differences between job families. Figures 5:14 and 5:15 illustrate the differences between a few big job families from each group. Employees engaged directly in production receive a higher reward than those who are not. Employees in research and development thus earn about

Figure 5:11. Age-earnings profiles for the technical job families (model II: $\cdot \mathrm{P} 64,3$ ) and for the families commerce, finance and accounting (model VIIIa: P64,3)


Figure 5:12. Salary differences between cost of living areas in technical jobs (model II: P64,3) and in commerce, finance and accounting (model VIII: P64,3)


Figure 5:13. Salary differences between educational qualifications in technical jobs (model II:P64,3) and in commerce, finance and accounting (model VIIIa:P64,3)
Education


Figure 5:14. Job effects in technical work (model II P64,3)


Figure 5:15. Job effects in commercial, economic and administrative jobs (model VIIIa: P64,3)

$5 \%$ less than those in production. The difference is even greater at job level 5. Those who work on time study and technical rationalization belong to a job family with a low salary level. On the commercial, economic and administrative side there is a similar differentiation. Sales work is paid equally well as productive work on the technical side. At the lower job levels computer work and card punching are paid even better. Accounting and budget work, other economic work and general office work are paid less. In particular the difference between a sales manager and an officer manager is more than $15 \%$.

Except for Building and construction, the differences between industries are typically less than $2-3 \%$ in technical jobs. In Building and construction salaries are $7 \%$ higher than average. Quarrying: stone, clay and glass industries which pay nearly $2 \%$ more than average are also influenced by the »building boom». Pulp and paper industry and Iron and metal works also belong to the industries which paid somewhat more than average in 1964. Among others Food manufacturing industries; Printing industry; Textile industry; Engineering works and Shipyards paid 1-2 \% less than average. For Commercial, economic and administrative jobs also Building and construction and Quarrying: stone, clay and glass industries paid more than average, but only about $3 \%$ more. Manufacture of electrical equipment; Other metal industry; Printing industry and Food manufacturing industries paid about $3 \%$ less than average.

Because of limited computer capacity it was not possible to add all possible two-factor interactions to the additive models II and VIIIa. To save space cost of living area and industry were omitted from the models and only the interactions between the remaining factors age, education and job were estimated. As is already shown in section 5.2.3 the estimates of age, education and job effects hardly change at all when cost of living area and industry are left out. The interpretation of the effects of these two factors can safely be done from the additive models. In order to reduce the size of the models further they have each been divided into two submodels. Model IIIb́ only includes employees engaged directly in production while model IIIc covers research and development. In a similar way model VIIIe covers the commercial jobs, while VIIIf covers accounting, administration and general office work. As the jobs now included in the models IIIb and VIIIe are on average better paid than the jobs in IIIc and VIIIf, the intercept increases and all job effects decrease in the first two models while the reallocation goes in the opposite direction in the second two models. The job differences, however, remain the same. The age and educational effects also undergo minor changes when the models are divided and interactions are introduced.

The interaction age x education is rather small, but the same pattern is found in all four models. Employees with academic training receive more than average
for young employees and academics and less than average for old employees and academics, i.e. salary differences between academics and non-academics decrease by age. An example from research and development is given in figure $5: 16$. This interaction is perhaps strongest for economists in accounting, economic work and office work. The average difference between employees with a degree in business \& economics and those with a certificate in commerce is estimated at $20 \%$ in the age group less than 30 years but only at $7 \%$ in the group over 44 years. This result may seem to be the opposite of what was found in chapter 4 where the differences between educational qualifications increased by age, but there is no contradiction. The findings in chapter 4 were obtained without any standardization for job differences and can be explained by educational differences in promotion. When these differences are eliminated it is very likely that the educational differences decrease by age as formal education becomes more and more obsolete.

The most important interaction is found between age and job level as is illustrated in figure 5:17 for production supervision and control and in figure 5:18 for commercial jobs. At low job level the salary differences between young and old are very much less than at high levels. For instance, an employee who has not been promoted from a low level job in production work when he

Figure 5:16. Interaction age $\times$ education in research, experimentation and laboratory work (model IIIc: P64)



Figure 5:18. Interaction age $\times$ job level in commercial jobs (model VIIIe: P64,1)

is 45 or over receives on average $11 \%$ less than is normal for his age and job level (in this example level 7), while an employee younger than 30 years receives $5 \%$ more than normal for his age. From the figures it is also easy to see that young employees who obtain promotion to level 3 obtain very much less than normal at this job level, between $12 \%$ and $16 \%$ less.

The estimates of the interaction age x job family are in general very small and uncertain. The same is true for education x job level, but there it is possible to find a fairly general pattern. The salary differences between academic and non-academic educational qualifications are somewhat smaller at high job levels than at low levels, because employees without an academic degree obtain a higher salary than is normal for this group, which indicates that formal education is of less importance at top levels than at low and middle levels. An illustration is given in figures 5:19 and 5:20.

With a few exceptions education x job family mostly gives small and uncertain estimates. Figure 5:21 shows the interaction in research and development. A degree in engineering is rewarded above normal in Mechanical and electrical design and standardization (310) and in Time study and technical rationalization (400) and below normal in Mathematical and statistical work (200) and in Laboratory and experimental work (210). The opposite is true for those who posess a certificate in engineering I. Scientists receive more than normal in 200 but a little less in 210 . There are no scientists in 310 and 400.

Figure 5:19. Interaction education $\times$ job level in commercial jobs (model VIIIe: P64,1)


Figure 5:20. Interaction education $\times$ job level in production supervision and control (model IIIb: P64)


Figure 5:21. Interaction education x job family in research experimentatio and laboratory work (model IIIc: P64)


### 5.2.6 A comparison between Leavers, Pairs and Beginners

The three groups, those who leave a job with an employer, those who stay with the same employer and those who take a job with a new employer, have only been identified indirectly by the method previously defined (p.42). Among those who leave a job two groups may be distinguished, those who retire and leave the labour market and those who look for another job elsewhere. The first group belongs in general to the age interval over 60 years, probably with a median age close to 65 years. With the general shape of the age-earnings profile this group should have a somewhat lower salary than the younger Pairs in the same age interval who are two-three years younger. The second group is a mix of quitters and those who are fired. It is believed that quitters form the majority during the period studied. This average salary is certainly low because quitters are usually young, but even after a standardization for age (and job) differences they may have a low salary. The explanation appears to be that they quit just because of the salary being too low. Beginners, those who take a new job, can also be divided into two groups, namely those who take their first job and those who have left another job behind. The first subgroup of course contains young employees who simply obtain an ordinary initial salary, while the second group includes a large proportion of employees who switch employers to get a better job. Is the salary they obtain above or below the average after standardization for age and job differences? One argument in favour of a relatively high salary is that this is just the reason for switching employers; one argument in favour of a relatively low salary is that promotion to a new job level (in this case combined with a switch of employer) usually does not immediately give the average salary of that level, but a salary below average. By definition Leavers and Beginners are more active (mobile) than Pairs. There are both those who are at the same time active and productive and those who are job-hoppers. The former group probably has a higher average salary than the latter.

The comparison between Leavers, Pairs and Beginners is carried out with model I which includes the three categories of engineers employed in technical jobs. This additive model is applied to data from 1963 and 1964. As the constraints used differ from group to group it is not meaningful to compare coefficient by coefficient, and contrasts are used instead. A sample of these contrasts, simple differences, is reproduced in table 5:16. A comparison between the intercepts, i.e between the logarithmic average salaries, shows that those who leave have on average a salary $12 \%$ lower than those who do not leave, and those who begin a job with a new employer obtain an average salary which is $27 \%$ lower. In both cases a large proportion of young employees decreases the averages.

Table 5:16. Comparisons between estimates of model I obtained from Leavers in 1963, Pairs in 1963-1964 and Beginners in 1964

| Comparison | Model I estimated from |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | L63 | P63 | P64 | B64 |
| Intercept | 0.1163 |  | $4-0.2440$ |  |
| 45-59 years and -25 years | 0.3256 | 0.3253 | 0.3068 | 0.3725 |
| $45-59$ years and 60-years | 0.0694 | 0.0150 | 0.0283 | 0.0507 |
| Cost of living areas 5 and 3 | 0.0630 | 0.0673 | 0.0686 | 0.0855 |
| Degree in engineering and Certificate in engineering I | 0.1092 | 0.1420 | 0.1479 | 0.1179 |
| Degree in engineering and Certificate in engineering II | 0.1475 | 0.1738 | 0.1773 | 0.1466 |
| Production manager (1103) and Production engineer (1105) | 0.4066 | 0.3686 | 0.3603 | 0.3889 |
| Laboratory manager (2103) and Laboratory engineer (2105) | 0.4481 | 0.4269 | 0.4240 | 0.4006 |
| Senior design engineer (3103) a and Design engineer (3105) | 0.4325 | 0.3977 | 0.4022 | 0.4069 |
| Production engineer (1105) and Laboratory engineer (2105) | 0.1088 | 0.1094 | 0.1198 | 0.0722 |
| Production engineer (1105) and Design engineer (3105) | 0.1062 | 0.1041 | 0.1168 | 0.0800 |
| Engineering works and Mining | -0.0390 | -0.0346 | -0.0134 | -0.0337 |
| Ditto and Chemical industry | -0.0271 | -0.0077 | -0.0164 | 0.0004 |
| Ditto and Building and construction | -0.0225 | $-0.0625$ | $-0.0883$ | -0.0391 |
| Ditto and Textile industry | 0.0397 | 0.0049 | -0.0014 | -0.0022 |
| Ditto and Leather, furs and rubber industries | 0.0652 | 0.0322 | 0.0055 | 0.0347 |

The difference between the intercepts for Pairs 1963 and Pairs 1964 shows that those who stayed with their employer obtained an average salary increase of $9 \%$. The general average salary increase of the three groups together is influenced by retirement, new employment and mobility in general. To investigate how much mobility increases or decreases the average salary, estimates of the general averages for 1963 and 1964 would be needed. As they are not available, they are approximated by the weighted average of the intercepts for Leavers and Pairs 1963 and for Pairs and Beginners 1964, respectively. The weights are proportional to the number of observations. The result obtained is 7.8374 for 1963 and 7.8958 for 1964 , i.e. the average salary has increased by approximately $6 \%$. With a slight simplification we may interpret the difference between $9 \%$ and $6 \%$ as an effect of the increased supply of young labour.

A general result from the comparisons in table 5:16 is that the differences in salary structure between the three groups are small. The results previously obtained from the frequent use of Pairs only can obviously be generalized to hold with a good approximation for all three data sets. Most of the small differences observed are difficult to comment on. The greater difference among Beginners between those who are 45-59 years and those who are less than 26 years can probably be explained by the large proportion of Beginners who take their first job, but why is the difference between, for instance, a production engineer (1105) and a design engineer (3105) less among Beginners than among Leavers and Pairs?

### 5.2.7 Changes in the salary structure in the period 1957-1968

To investigate what changes there have been in the salary structure between 1957 and 1968, model II has been estimated from the data sets »Whole 1957», »Pairs 1960 and 1964» and "Whole 1968», and model VIIIa has been estimated from the same sets except for $川$ Whole 1957 . All major job families are covered by these two models. The same constraints, No. 4, have been used to facilitate a comparison between years. Unfortunately, however, there are other differences between the data sets which do not make them perfectly comparable. The years 1957 and 1968 include Leavers, Pairs and Beginners, while 1960 and 1964 only cover Pairs. Considering the results from the previous section and the fact that Pairs are undoubtedly the most numerous group, this can only be a minor disadvantage. More serious is the change of job nomenclature in 1965, which makes it impossible to identify exactly corresponding job families before and after the change. The nature of the change has previously been commented upon in chapter 2. It is considered that this will not invalidate a
comparison except for the job factor itself, although the comparison naturally has to be done with some care. Finally, there are two technical errors in the 1957 and 1960 data sets. Mechanical errors on a magnetic tape made it impossible to read approximately 900 observations in the 1957 set and approximately 300 in the 1960 set. This drop-out may explain why there are too few observations in cost of living area 5 in the first set and no observations on the job 2105 in the second set. How the lost observations are distributed across the other factors is unknown.

In addition to these errors there is the natural distribution of individual salaries which makes the estimates and then also the comparisons uncertain. This should be observed in particular when industries and jobs are compared.

From the differences in intercepts (table 5:18) it is understood that the average salary ${ }^{\star}$ in technical job families increased by approximately $100 \%$ from 1957 to 1968 . Between 1960 and 1968 the increase was approximately $70 \%$. In the commercial, economic and administrative job families the average increase was almost as much.

To obtain a general view of the structural changes over the period 1957-1968 it is natural to compare factor ranges (table 5:17). The salary differences due to the age decreased until the mid-sixties but have increased again since then. The differentiation was about the same in 1968 as over the period 1957/1960. In the technical job families the differences between the cost of living areas have increased by a few percentage units while this is not so in the commercial, economic and administrative families. The maximum difference between educational groups has remained almost constant in both groups of families. No major changes in differentiation by job have been found either, although the conclusion

Table 5:17. Factor ranges from model II and model VIIIa in 1957-1968

| Factor | Model II |  |  |  | Model VIIIa |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | H57 | P60 | P64 | H68 | P60 | P64 | H68 |
| Age | 0.3728 | 0.3513 | 0.3088 | 0.3606 | 0.4018 | 0.3769 | 0.4057 |
| Cost of living area | 0.0597 | 0.0823 | 0.0674 | 0.1039 | 0.0700 | 0.0534 | 0.0650 |
| Education | 0.1618 | 0.1755 | 0.1749 | 0.1676 | 0.1713 | 0.1699 | 0.1634 |
| Job | 0.9984 | 0.9977 | 0.8850 | (0.9824) | 1.0365 | 1.0250 | - |
| Industry | 0.0997 | 0.1016 | 0.0993 | 0.0492 | 0.1270 | 0.0947 | 0.0552 |

[^35]is uncertain because of insufficient comparability. Both models, however, indicate a decrease in differences between industries of approximately $50 \%$.

The general conclusion from this rough survey is that no major changes in the salary structure have taken place. To qualify this conclusion it is, however, desirable to go into more details. To this end table 5:18 has been calculated where a comparison is made estimate by estimate.

The decrease in differentiation between young and old employees obtained in 1964 almost vanished by 1968. A comparison between the age-effect estimates in tables II:P64,3 and II:H68,3 in appendix A indicates that the increased inequality in 1968 is at least partly due to a decrease of salaries for the youngest rather than an increase for the old and middle aged employees which in turn fits very well with the increased supply of young labour from schools and universities (see chapter 3) and what we know of the general labour market conditions for this type of labour during the end of the sixties.

Although the changes are small, salaries in the technical job families increased more in cost of living area 5 than in areas 4 and 3. The change occurred during the first and last part of the period.

Between 1957 and 1960 employees with a degree in engineering improved their relative salary position while in particular those with a degree in science decreased theirs. The same situation prevailed between 1960 and 1964. In 1968 the situation is changed. The excess supply of engineers has resulted in a decrease in the relative salary position of engineers, in particular compared to employees with wther» university degrees. For the whole period the result is that the salaries of employees with a degree in science decreased from $5 \%$ to $1 \%$ above average, while employees with »other» university degrees experienced an increase from $1 \%$ to $5 \%$ above average. The relative positions of the engineers were almost the same in 1957 as in 1968. All these results are valid for the technical job families. The estimates of model VIIIa reveal only very small changes.

The decreased differences between industries observed above hide some major changes in relative positions. Employees in technical jobs in Mining obtained $6 \%$ more than average in 1957 but just the average in 1968. Those in commercial, economic and administrative jobs experienced a similar decrease from $8 \%$ above average in 1960 to $1 \%$ above average in 1968. Technical jobs in Building and construction were paid $2 \%$ less than average in 1957, $5 \%$ more than average in 1960, $7 \%$ more than average in 1964 and only $2 \%$ more than average in 1968. Commercial, economic and administrative jobs were paid $3 \%$ less than average in 1960 and $2 \%$ more than average in 1968. In Printing and allied industries technical jobs were paid about average in 1957 but $4 \%$ below average in 1968, while commercial, economic and administrative jobs were paid $5 \%$ less than average in 1960 and $3 \%$ above average in 1968. Other changes

Table 5:18. Differences between years in estimates of model II and model VIIIa

|  | Model II |  |  |  | Model VIIIa |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | P60-H57 | P64-P60 | H68-P64 | H68-H57 | P64-P60 | H68-P64 | H68-P60 |
| Intercept | 0.185 | 0.289 | 0.232 | 0.706 | 0.301 | 0.253 | 0.554 |
| Age |  |  |  |  |  |  |  |
| -25 | 0.014 | 0.025 | -0.037 | 0.002 | 0.019 | -0.025 | -0.006 |
| 26-29 | -0.005 | 0.024 | -0.003 | 0.016 | 0.010 | -0.008 | 0.002 |
| 30-34 | 0.006 | -0.004 | 0.006 | 0.008 | 0.003 | -0.003 | 0.000 |
| 35-44 | 0.004 | -0.006 | 0.009 | 0.007 | 0.005 | 0.003 | 0.008 |
| 45-59 | -0.007 | -0.018 | 0.015 | -0.010 | -0.006 | 0.004 | -0.002 |
| 60- | -0.012 | -0.021 | 0.009 | -0.024 | -0.032 | 0.029 | -0.003 |
| Cost of living area |  |  |  |  |  |  |  |
| 3 | -0.008 | 0.010 | -0.019 | -0.017 | 0.012 | -0.011 | 0.001 |
| 4 | -0.007 | -0.005 | 0.001 | -0.011 | -0.006 | 0.010 | 0.004 |
| 5 | 0.015 | -0.005 | 0.018 | 0.028 | -0.005 | 0.001 | -0.004 |
| Education |  |  |  |  |  |  |  |
| Degree in engineering | 0.015 | 0.006 | -0.014 | 0.007 | -0.005 | 0.001 | -0.004 |
| Certificate in engineering I | 0.011 | -0.008 | -0.011 | -0.008 | -0.004 | -0.002 | -0.006 |
| Certificate in engineering II | 0.001 | 0.007 | -0.007 | 0.001 | 0.010 | -0.001 | 0.009 |
| Degree in business \& economics |  |  |  |  | 0.005 | -0.006 | -0.001 |
| Certificate in commerce |  |  |  |  | -0.005 | 0.008 | 0.003 |
| Degree in science | -0.030 | -0.010 | -0.001 | -0.041 |  |  |  |
| Other academic degrees | 0.003 | 0.004 | 0.033 | 0.040 |  |  |  |
| Industry |  |  |  |  |  |  |  |
| Mining | -0.038 | -0.021 | -0.006 | -0.065 | -0.024 | -0.040 | -0.064 |
| Metal and engineering industry |  |  |  |  |  |  |  |
| Iron and steel works, metal plants | 0.018 | -0.016 | -0.017 | -0.015 | -0.039 | -0.015 | -0.054 |
| Manufacture of hardware | -0.018 | -0.010 | -0.014 | -0.014 | 0.014 | -0.003 | 0.011 |
| Engineering works | 0.014 | -0.003 | -0.006 | 0.005 | -0.001 | -0.009 | -0.010 |
| Repair works | -0.014 | -0.005 | -0.004 | -0.023 | -0.005 | 0.021 | 0.016 |
| Shipyards | - | -0.025 | -0.006 | - | -0.047 | -0.012 | -0.059 |
| Manufacture of electrical equipment | -0.031 | 0.025 | -0.002 | -0.008 | 0.010 | 0.013 | 0.023 |
| Other metal industry | -0.010 | 0.030 | 0.008 | 0.028 | -0.010 | 0.002 | -0.008 |
| Quarrying:stone, clay and glass products | 0.021 | -0.002 | -0.002 | 0.017 | 0.020 | -0.022 | -0.002 |
| Wood industry | 0.008 | 0.004 | 0.000 | 0.012 | 0.004 | 0.038 | 0.042 |
| Manufacture of pulp, paper and paper products | 0.049 | -0.026 | -0.002 | 0.021 | -0.019 | 0.004 | -0.015 |
| Printing and allied industries | -0.020 | -0.011 | -0.011 | -0.042 | 0.013 | 0.063 | 0.076 |
| Food manufacturing industries | 0.012 | -0.014 | -0.002 | -0.004 | 0.008 | 0.025 | 0.033 |
| Beverage and tobacco industries | -0.047 | 0.038 | 0.026 | 0.017 | 0.037 | -0.028 | 0.009 |
| Textile industry | -0.026 | 0.008 | 0.002 | -0.016 | -0.013 | 0.002 | -0.011 |
| Leather, furs and rubber industries | -0.029 | 0.004 | 0.005 | -0.019 | 0.002 | -0.016 | -0.014 |
| Chemical industry | 0.032 | 0.000 | -0.002 | 0.030 | -0.005 | -0.014 | -0.019 |
| Building and construction | 0.065 | 0.026 | -0.049 | 0.042 | 0.055 | -0.009 | 0.046 |

to notice are a decrease in the relative position for Shipyards; Iron and steel works and metal plants and an increase for Wood industry and the Food manufacturing industries.

The comparisons for the job factor have to be limited to the period 19571964. This is done in Klevmarken [1968a]. Increases and decreases are scattered across the job families and the job levels without any very clear pattern. A few changes may, however, be noted. In production supervision and control (110) the differences between the job levels decreased, and a similar decrease occured in the commercial, economic and administrative jobs except in 810 .

Although the more detailed analysis of changes in the salary structure has revealed that changes do occur, the general impression of a fairly permanent salary structure still remains. Is this result remarkable or is it only what might be expected? During the sample period changing profit margins in Swedish industry have caused a reallocation of labour which is partly reflected in the changes of composition described in chapter 3 . One example is the closing down of a large part of the Swedish textile industry and the increased activity in Building and construction. For this reason one may be inclined to believe that these structural changes would also be reflected in a new salary structure.

There are two important observations to make before one proceeds to a discussion about the causes underlying the present salary structure. Firstly, the salary structure is measured by the average salaries of all employees, not only those who change their job or employer. As the dominant majority of the employees keep the same employment for more than one or two years the average salaries cannot but change slowly. Secondly, the salary structure is now defined by a number of factors such as job and industry. A reallocation of employees between jobs and industries will not in principle change the salary structure unless the average salaries in some factor combinations also change.

One possible explanation of the observed permanence in salary structure is that there are market forces working towards this structure. For instance, the well trained group of employees included in this study may because of its mobility have been able to get compensation for relative salary decreases simply by moving to branches and jobs with higher salaries. This adjustment mechanism also implies that the average salary increases in an industry or a job from which labour moves, because those who stay already have a good salary and thus have no incentive to move. If this hypothesis is correct, it would be possible to observe more changes in salary structure for another less mobile group of salary earners.

Another explanation is that the salary structure is rigid because the bargaining system contains so much institutional restrictions that the salary structure is maintained almost unchanged. The importance of salary statistics in this
system and as a means whereby an individual employer (and employee) adjusts to the present structure has already been stressed.

It is an interesting task for future research to investigate the relative importance of these two alternative explanations for the observed permanence in the salary structure. An attempt to explain the lack of changes also implies sug. gestions of potential changes which closely agrees with the eextended profile analysis suggested in chapter 4 , section 4.3.7.

## APPENDIX A

## MODELS AND ESTIMATES

For each model and application the number of observations are first tabled by factors and interactions. Then follow the ordinary least squares estimates and inside brackets their respective standard errors.

For a survey of the models and an explanation of the notation used see section 5.2. Definitions of variables and a descriptive account of the data have been given in chapter 2 .
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## TABLE Ila:H57, number of observations

Total number of observations: 15,525

| Age |  | Cost of living area |  | Education |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - 25 | 1,167 | 2 and 3 | 11,826 | Degree in engineering | 2,470 |
| 26-29 | 2,336 | 4 | 3.416 | Certificate in engineering 1 | 5.727 |
| 30-34 | 3,649 | 5 | 283 | Certificate in engineering II | 7.153 |
| 35-44 | 5,480 |  |  | Degree in science | 117 |
| 45-59 | 2,445 |  |  | Other degrees | 58 |
| 60 - | 488 |  |  |  |  |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | 314 | 666 | 1,184 | 929 |  |  |
| Work supervision, general |  |  | 194 | 343 |  |  |
| Work supervision, building and construction work |  |  |  | 158 | 253 | 123 |
| Mathematical work | 7 | 79 | 232 | 228 | 65 |  |
| Laboratory work | 110 | 370 | 582 | 1,006 | 308 | 21 |
| Mechanical and electrical design engineering | 150 | 484 | 1,194 | 2,067 | 1,444 | 345 |
| Productivity engineering | 30 | 129 | 267 | 578 | 144 |  |
| Technical instruction and technical service |  | 44 | 151 | 207 | 29 |  |
| Other technical work | 60 | 204 | 451 | 375 |  |  |

## Industry

| Mining | 362 |
| :--- | ---: |
| Metal and engineering industry | 1,333 |
| Iron and steel works, metal plants | 576 |
| Manufacture of hardware | 5,208 |
| Engineering works | 56 |
| Repair works | 1,031 |
| Shipyards | 1,718 |
| Manufacture of electrical equipment | 170 |
| Other metal industry | 426 |
| Quarrying: stone, clay and glass products | 171 |
| Wood industry | 970 |
| Manufacture of pulp, paper and paper products | 0 |
| Printing and allied industries | 271 |
| Food manufacturing industries | 65 |
| Beverage and tobacco industries | 552 |
| Textile industry | 191 |
| Leather, furs and rubber industries | 1,001 |
| Chemical industry | 1,424 |
| Building and construction |  |

Note. Mechanical errors on the magnetic tape made it impossible to read 900 observations.

TABLE Ila:H57,3
Intercept 7.5388 (0.0071)
$R=0.8950$

| Age |  |  | Cost of living area |  |  |
| :--- | ---: | ---: | :--- | ---: | :--- |
| -25 | -0.2223 | $(0.0047)$ | 3 | -0.0286 | $(0.0038)$ |
| $26-29$ | -0.1220 | $(0.0034)$ | 4 | -0.0024 | $(0.0040)$ |
| $30-34$ | -0.0175 | $(0.0028)$ | 5 | 0.0311 | $(0.0072)$ |
| $35-44$ | 0.0814 | $(0.0026)$ |  |  |  |
| $45-59$ | 0.1505 | $(0.0034)$ |  |  |  |
| $60-$ | 0.1300 | $(0.0065)$ |  |  |  |


| Education |  |  |
| :---: | :---: | :---: |
| Degree in engineering | 0.0761 | (0.0060) |
| Certificate in engineering $\mid$ | -0.0517 | (0,0059) |
| Certificate in engineering II | -0.0857 | (0.0060) |
| Degree in science | 0.0507 | (0.0130) |
| Other degrees | 0.0106 | (0.0174) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | $\begin{gathered} 0.5422 \\ (0.0095) \end{gathered}$ | $\begin{gathered} 0.3247 \\ (0.0068) \end{gathered}$ | $\begin{gathered} 0.1145 \\ (0.0054) \end{gathered}$ | $\begin{gathered} -0.0864 \\ (0.0059) \end{gathered}$ |  |  |
| Work supervision, general |  |  | $\begin{gathered} -0.0106 \\ (0.0120) \end{gathered}$ | $\begin{gathered} -0.1321 \\ (0.0096) \end{gathered}$ |  |  |
| Work supervision, building and construction work |  |  |  | $\begin{gathered} -0.2091 \\ (0.0128) \end{gathered}$ | $\begin{gathered} -0.2656 \\ (0.0109) \end{gathered}$ | $\begin{array}{r} -0.376 E \\ 10.0149 \end{array}$ |
| Mathematical work | $\begin{gathered} 0.4851 \\ (0.0587) \end{gathered}$ | $\begin{gathered} 0.2621 \\ (0.0179) \end{gathered}$ | $\begin{gathered} 0.0109 \\ (0.0108) \end{gathered}$ | $\begin{gathered} -0.1866 \\ (0.0107) \end{gathered}$ | $\begin{gathered} -0.3091 \\ (0.0196) \end{gathered}$ |  |
| Laboratory work | $\begin{gathered} 0.4402 \\ (0.0155) \end{gathered}$ | $\begin{gathered} 0.2166 \\ (0.0091) \end{gathered}$ | $\begin{gathered} -0.0109 \\ (0.0072) \end{gathered}$ | $\begin{gathered} -0.2245 \\ (0.0058) \end{gathered}$ | $\begin{gathered} -0.3244 \\ (0.0097) \end{gathered}$ | $\begin{array}{r} -0.4562 \\ 10.0340 \end{array}$ |
| Mechanical and electrical design engineering | $\begin{gathered} 0.4519 \\ (0.0132) \end{gathered}$ | $\begin{gathered} 0.1979 \\ (0.0077) \end{gathered}$ | $\begin{gathered} -0.0238 \\ (0.0054) \end{gathered}$ | $\begin{gathered} -0.1904 \\ (0.0045) \end{gathered}$ | $\begin{gathered} -0.3152 \\ (0.0053) \end{gathered}$ | $\begin{array}{r} -0.4478 \\ 10.0092 \end{array}$ |
| Productivity engineering | $\begin{gathered} 0.3732 \\ (0.0284) \end{gathered}$ | $\begin{gathered} 0.1453 \\ (0.0140) \end{gathered}$ | $\begin{gathered} -0.0519 \\ (0.0099) \end{gathered}$ | $\begin{gathered} -0.2007 \\ (0.0072) \end{gathered}$ | $\begin{gathered} -0.3309 \\ (0.0133) \end{gathered}$ |  |
| Technical instruction and technical service |  | $\begin{gathered} 0.3234 \\ (0.0236) \end{gathered}$ | $\begin{gathered} 0.0208 \\ (0.0130) \end{gathered}$ | $\begin{gathered} -0.1832 \\ (0.0112) \end{gathered}$ | $\begin{gathered} -0.2855 \\ (0.0290) \end{gathered}$ |  |
| Other technical work | $\begin{gathered} 0.5348 \\ (0.0204) \end{gathered}$ | $\begin{gathered} 0.2748 \\ (0.0113) \end{gathered}$ | $\begin{gathered} 0.0568 \\ (0.0079) \end{gathered}$ | $\begin{gathered} -0.1538 \\ (0.0086) \end{gathered}$ |  |  |

Industry
Mining
Metal and engineering industry
Iron and steel works metal plants
Manufacture of hardware
Engineering works
Repair works
Shipyards
Manufacture of electrical equipment
Other metal industry
Quarrying: stone, clay and glass products
Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
eather furs and rubber industries
Chemical industry
Building and construction

| 0.0644 | $(0.0092)$ |
| ---: | ---: |
|  |  |
| 0.0261 | $(0.0049)$ |
| 0.0195 | $(0.0077)$ |
| -0.0258 | $(0.0117)$ |
| 0.0317 | $(0.0055)$ |
| - | - |
| -0.0039 | $(0.0095)$ |
| -0.0353 | $(0.0188)$ |
| -0.0011 | $(0.0069)$ |
| -0.0103 | $(0.0111)$ |
| -0.0118 | $(0.0055)$ |
| 0.0058 | $(0.0055)$ |
| -0.0209 | $(0.0068)$ |
| -0.0068 | $(0.0034)$ |
| 0.0048 | $(0.0204)$ |
| 0.0094 | $(0.0056)$ |
| -0.0290 | $(0.0046)$ |
| -0.0170 | $(0.0117)$ |


|  | Total | 1960.1267 |  |
| :--- | :--- | :--- | :--- |
| Explained | 1570.0993 |  | 15,524 |
| Residual | 390.0274 |  | 65 |
|  |  |  | 15.459 |

TABLE \|a: P60, number of observations
Total number of observations: 13,824

| Age |  | Cost of living area |  | Education |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - 25 | 723 | 3 | 7,942 | Degree in engineering | 2,771 |
| 26-29 | 1,365 | 4 | 2,529 | Certificate in engineering I | 4,467 |
| 30-34 | 2,373 | 5 | 3,353 | Certificate in engineering II | 6,343 |
| 35-44 | 5,789 |  |  | Degree in science | 134 |
| 45-59 | 3,101 |  |  | Other degrees | 109 |
| $60-$ | 473 |  |  |  |  |

Job

| Family | Leve! |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | 300 | 717 | 1,326 | 1,116 |  |  |
| Work supervision, general |  |  | 222 | 530 |  |  |
| Work supervision, building and construction work |  |  |  | 107 | 419 | 208 |
| Mathematical work | 15 | 96 | 275 | 14 | 9 |  |
| Laboratory work | 128 | 533 | 898 | 0 | 511 | 8 |
| Mechanical and electrical design engineering | 146 | 602 | 1,646 | 1,023 | 297 | 343 |
| Productivity engineering | 42 | 140 | 355 | 20 | 2 |  |
| Technical instruction and technical service |  | 66 | 229 | 337 | 0 |  |
| Other technical work | 52 | 218 | 494 | 380 |  |  |


| Industry |  |
| :--- | ---: |
| Mining | 284 |
| Metal and engineering industry |  |
| Iron and steel works, metal plants | 1,057 |
| Manufacture of hardware | 376 |
| Engineering works | 3,898 |
| Repair works | 72 |
| Shipyards | 609 |
| Manufacture of electrical equipment | 2,209 |
| Other metal industry | 140 |
| Quarrying: stone, clay and glass products | 377 |
| Wood industry | 133 |
| Manufacture of pulp, paper and paper products | 764 |
| Printing and allied industries | 33 |
| Food manufacturing industries | 221 |
| Beverage and tobacco industries | 93 |
| Textile industry | 303 |
| Leather, furs and rubber industries | 149 |
| Chemical industry | 875 |
| Building and construction | 2,231 |

TABLE IIa:P60,1
Intercept 7.7152 (0.0013)

| Age |  |  | Cost of living area |  |  |  |
| :--- | ---: | ---: | :--- | :--- | :--- | :---: |
| -25 | -0.2548 | $(0.0066)$ | 3 | -0.0247 | $(0.0012)$ |  |
| $26-29$ | -0.1734 | $(0.0042)$ | 4 | 0.0013 | $(0.0028)$ |  |
| $30-34$ | -0.0579 | $(0.0029)$ | 5 | 0.0576 | $(0.0025)$ |  |
| $35-44$ | 0.0390 | $(0.0016)$ |  |  |  |  |
| $45-59$ | 0.0965 | $(0.0025)$ |  |  |  |  |
| $60-$ | 0.0710 | $(0.0069)$ |  |  |  |  |


| Education |  |  |
| :---: | :---: | :---: |
| Degree in engineering | 0.1242 | (0.0032) |
| Certificate in engineering I | -0.0069 | (0.0019) |
| Certificate in engineering II | -0.0513 | (0.0016) |
| Degree in science | 0.0540 | (0.0014) |
| Other degrees | 0.0468 | (0.0155) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | $\begin{gathered} 0.5607 \\ (0.0089) \end{gathered}$ | $\begin{gathered} 0.3125 \\ (0.0056) \end{gathered}$ | $\begin{gathered} 0.1068 \\ (0.0040) \end{gathered}$ | $\begin{gathered} -0.0758 \\ (0.0044) \end{gathered}$ |  |  |
| Work supervision, general |  |  | $\begin{gathered} -0.0053 \\ (0.0106) \end{gathered}$ | $\begin{gathered} -0.1425 \\ (0.0072) \end{gathered}$ |  |  |
| Work supervision, building and construction work |  |  |  | $\begin{gathered} -0.2339 \\ (0.0146) \end{gathered}$ | $\begin{gathered} -0.2799 \\ (0.0082) \end{gathered}$ | $\begin{array}{r} -0.426 \\ 10.0116 \end{array}$ |
| Mathematical work | $\begin{gathered} 0.5197 \\ (0.0389) \end{gathered}$ | $\begin{gathered} 0.2512 \\ (0.0156) \end{gathered}$ | $\begin{gathered} 0.042 .1 \\ (0.0094) \end{gathered}$ | $\begin{gathered} -0.1653 \\ (0.0403) \end{gathered}$ | $\begin{gathered} -0.3492 \\ (0.0503) \end{gathered}$ |  |
| Laboratory work | $\begin{gathered} 0.4502 \\ (0.0137) \end{gathered}$ | $\begin{gathered} 0.2254 \\ (0.0071) \end{gathered}$ | $\begin{gathered} 0.0184 \\ (0.0051) \end{gathered}$ | - | $\begin{gathered} -0.2877 \\ (0.0073) \end{gathered}$ | $\begin{gathered} -0.435 \varepsilon \\ 10.0532 \end{gathered}$ |
| Mechanical and electrical design engineering | $\begin{gathered} 0.4602 \\ (0.0126) \end{gathered}$ | $\begin{gathered} 0.2066 \\ (0.0062) \end{gathered}$ | $\begin{gathered} -0.0169 \\ (0.0037) \end{gathered}$ | $\begin{gathered} -0.1828 \\ (0.0047) \end{gathered}$ | $\begin{gathered} -0.3307 \\ (0.0090) \end{gathered}$ | $\begin{array}{r} -0.406 \subset \\ 10.008 ؟ \end{array}$ |
| Productivity engineering | $\begin{gathered} 0.3625 \\ (0.0232) \end{gathered}$ | $\begin{gathered} 0.1555 \\ (0.0127) \end{gathered}$ | $\begin{gathered} -0.0417 \\ (0.0079) \end{gathered}$ | $\begin{gathered} -0.1181 \\ (0.0338) \end{gathered}$ | $\begin{gathered} -0.3750 \\ (0.0707) \end{gathered}$ |  |
| Technical instruction and technical service |  | $\begin{gathered} 0.2730 \\ (0.0186) \end{gathered}$ | $\begin{gathered} 0.0350 \\ (0.0102) \end{gathered}$ | $\begin{gathered} -0.1830 \\ (0.0082) \end{gathered}$ | - |  |
| Other technical work | $\begin{gathered} 0.4818 \\ (0.0210) \end{gathered}$ | $\begin{gathered} 0.2698 \\ (0.0103) \end{gathered}$ | $\begin{gathered} 0.0488 \\ (0.0068) \end{gathered}$ | $\begin{gathered} -0.1422 \\ (0.0077) \end{gathered}$ |  |  |

Industry

| Mining | 0.0219 | $(0.0089)$ |
| :--- | ---: | ---: |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants | 0.0395 | $(0.0046)$ |
| Manufacture of hardware | -0.0030 | $(0.0077)$ |
| Engineering works | -0.0160 | $(0.0022)$ |
| Repair works | 0.0132 | $(0.0178)$ |
| Shipyards | 0.0092 | $(0.0062)$ |
| Manufacture of electrical equipment | -0.0399 | $(0.0032)$ |
| Other metal industry | -0.0499 | $(0.0127)$ |
| Quarrying: stone, clay and glass products | 0.0152 | $10.0077)$ |
| Wood industry | -0.0064 | $10.0130)$ |
| Manufacture of pulp, paper and paper products | 0.0327 | $(0.0055)$ |
| Printing and allied industries | -0.0189 | $(0.0262)$ |
| Food manufacturing industries | -0.0139 | $(0.0102)$ |
| Beverage and tobacco industries | -0.0583 | $(0.0156$ ) |
| Textile industry | -0.0257 | $(0.0087)$ |
| Leather, furs and rubber industries | -0.0242 | $(0.0123)$ |
| Chemical industry | -0.0019 | $10.0053)$ |
| Building and construction | 0.0432 | $(0.0041)$ |


|  |  |  |
| :--- | :---: | ---: |
|  | Sum of squares |  |
| Total | 1555.3711 |  |
| Explained | 1246.0488 | 13,823 |
| Residual | 309.3224 | 63 |
|  |  | 13,760 |

TABLE IIa:P60,3

| Intercept 7.7240 (0.0061) |  |  |  |  |  | $R=0.8951$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  |  | Cost of living area |  |  | Education |  |  |  |
| -25 | -0.2082 | (0.0058) | 3 | -0.0361 | (0.0019) | Degre | ngineering | 0.0908 | (0.0049) |
| 26-29 | -0.1268 | (0.0040) | 4 | -0.0100 | (0.0024) | Certif |  |  |  |
| 30-34 | -0.0113 | (0.0032) | 5 | 0.0462 | (0.0023) |  | ing 1 | -0.0403 | (0.0048) |
| 35-44 | 0.0856 | (0.0027) |  |  |  | Certi |  |  |  |
| 45-59 | 0.1431 | (0.0032) |  |  |  |  | ing II | -0.0847 | (0.0049) |
| 60 - | 0.1176 | (0.0061) |  |  |  | Degree in science Other degrees |  | 0.0207 | (0.0112) |
|  |  |  |  |  |  |  |  | 0.0135 | (0.0126) |
| Job |  |  |  |  |  |  |  |  |  |
| Family |  |  | Level |  |  |  |  |  |  |
|  |  |  |  | 2 | 3 | 4 | 5 | 6 |  |
| Supervision of production |  |  |  | $\begin{gathered} 0.5453 \\ (0.0095) \end{gathered}$ | $\begin{gathered} 0.2972 \\ (0.0068) \end{gathered}$ | $\begin{gathered} 0.0915 \\ (0.0056) \end{gathered}$ | $\begin{gathered} -0.0911 \\ (0.0058) \end{gathered}$ |  |  |
| Work supervision, general |  |  |  |  |  | $\begin{gathered} -0.0206 \\ (0.0109) \end{gathered}$ | $\begin{gathered} -0.1579 \\ (0.0080) \end{gathered}$ |  |  |
| Work supervision, building and construction work |  |  |  |  |  |  | $\begin{gathered} -0.2494 \\ (0.0147) \end{gathered}$ | $\begin{gathered} -0.2952 \\ (0.0088) \end{gathered}$ | -0 10 |
| Mathematical work |  |  |  | $\begin{gathered} 0.5036 \\ (0.0380) \end{gathered}$ | $\begin{gathered} 0.2358 \\ (0.0157) \end{gathered}$ | $\begin{gathered} 0.0268 \\ (0.0099) \end{gathered}$ | $\begin{gathered} -0.1814 \\ (0.0393) \end{gathered}$ | $\begin{gathered} -0.3657 \\ (0.0490) \end{gathered}$ |  |
| Laboratory work |  |  |  | $\begin{gathered} 0.4348 \\ (0.0139) \end{gathered}$ | $\begin{gathered} 0.2100 \\ (0.0079) \end{gathered}$ | $\begin{gathered} 0.0030 \\ (0.0064) \end{gathered}$ | - | $\begin{gathered} -0.3031 \\ (0.0081) \end{gathered}$ | -0 |
| Mechanical and electrical design engineering |  |  |  | $\begin{gathered} 0.4448 \\ (0.0129) \end{gathered}$ | $\begin{gathered} 0.1913 \\ (0.0072) \end{gathered}$ | $\begin{gathered} -0.0322 \\ (0.0054) \end{gathered}$ | $\begin{gathered} -0.1918 \\ (0.0061) \end{gathered}$ | $\begin{gathered} -0.3461 \\ (0.0096) \end{gathered}$ | -0 |
| Productivity engineering |  |  |  | $\begin{gathered} 0.3469 \\ (0.0229) \end{gathered}$ | $\begin{gathered} 0.1402 \\ (0.0130) \end{gathered}$ | $\begin{gathered} -0.0570 \\ (0.0087) \end{gathered}$ | $\begin{gathered} -0.1340 \\ (0.0331) \end{gathered}$ | $\begin{gathered} -0.3887 \\ (0.0700) \end{gathered}$ |  |
| Technical instruction and technical service |  |  |  |  | $\begin{gathered} 0.2575 \\ (0.0185) \end{gathered}$ | $\begin{gathered} 0.0196 \\ (0.0107) \end{gathered}$ | $\begin{gathered} -0.1983 \\ (0.0089) \end{gathered}$ | - |  |
| Other technical work |  |  |  | $\begin{gathered} 0.4663 \\ (0.0208) \end{gathered}$ | $\begin{gathered} 0.2544 \\ (0.0108) \end{gathered}$ | $\begin{gathered} 0.0335 \\ (0.0078) \end{gathered}$ | $\begin{gathered} -0.1575 \\ (0.0085) \end{gathered}$ |  |  |

Industry

Metal and engineering industry
Iron and steel works, metal plants
Manufacture of hardware
Engineering works
Repair works
Shipyards
Manufacture of electrical equipment
Other metal industry
Quarrying: stone, clay and glass product Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
Leather, furs and rubber industries
Chemical industry
Building and construction

| 0.0265 | $(0.0089)$ |
| ---: | ---: |
|  |  |
| 0.0441 | $(0.0052)$ |
| 0.0016 | $(0.0078)$ |
| -0.0114 | $(0.0036)$ |
| 0.0178 | $(0.0171)$ |
| 0.0138 | $(0.0066)$ |
| -0.0353 | $(0.0043)$ |
| -0.0453 | $(0.0123)$ |
| 0.0198 | $(0.0078)$ |
| -0.0018 | $(0.0125)$ |
| 0.0373 | $(0.0059)$ |
| -0.0143 | $(0.0249)$ |
| -0.0093 | $(0.01001$ |
| -0.0537 | $(0.0150)$ |
| -0.0210 | $(0.0086)$ |
| -0.0196 | $(0.0120)$ |
| 0.0027 | $10.0058)$ |
| 0.0479 | $(0.0050)$ |


|  | Sum of squares |  |
| :--- | :---: | ---: |
|  | 1555.3711 | d.f. |
| Explained | 1246.0616 |  |
| Residual | 309.3095 | 63 |
|  |  | 13,760 |

TABLE IIa:P64, number of observations

| Age | Cost of living area |  |  | Education |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - 251 1,314 | 3 | 14,152 |  | Degree in e |  | 3,617 |  |
| 26-29 3,159 | 4 | 4,199 |  | Certificate | ring I | 8.136 |  |
| 30-34 4,100 | 5 | 5,303 |  | Certificate | ring II | 11,530 |  |
| 35-44 8,621 |  |  |  | Degree in s |  | 207 |  |
| 45-59 5,753 |  |  |  | Other degr |  | 164 |  |
| 60 - 707 |  |  |  |  |  |  |  |
| Job |  |  |  |  |  |  |  |
| Family | Level |  |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 | 6 |  | 7 |
| Supervision of production 413 1,052 1,603 1,208 |  |  |  |  |  |  |  |
| Work supervision, general <br> 255 |  |  |  |  |  |  |  |
| Work supervision, building and construction work |  |  |  | 166 | 456 |  | 71 |
| Mathematical work | 16 | 106 | 372 | 341 | 148 |  |  |
| Laboratory work | 140 | 601 | 1,305 | 1,947 | 591 |  | 93 |
| Mechanical and electrical |  |  |  |  |  |  | 309 |
| Productivity engineering | 40 | 190 | 464 | 746 | 242 |  |  |
| Technical instruction and technical service |  |  |  |  |  |  |  |
| Other technical work | 56 | 267 | 607 | 453 |  |  |  |


| Industry |  |
| :--- | ---: |
| Mining |  |
| Metal and engineering industry | 395 |
| Iron and steel works, metal plants | 1,759 |
| Manufacture of hardware | 706 |
| Engineering works | 7,384 |
| Repair works | 116 |
| Shipyards | 1,057 |
| Manufacture of electricai equipment | 4,424 |
| Other metal industry | 209 |
| Quarrying: stone, clay and glass products | 653 |
| Wood industry | 223 |
| Manufacture of oulp, paper and paper products | 1,251 |
| Printing and allied industries | 90 |
| Food manufacturing industries | 350 |
| Beverage and tobacco industries | 139 |
| Textile industry | 409 |
| Leather, furs and rubber industries | 273 |
| Chemical industry | 1,498 |
| Building and construction | 2,718 |

TABLE |la:P64,1

| Intercept 7.9444 (0.0008) |  |  |  |  |  | $R=0.9121$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  |  | Cost of living area |  |  | Education |  |  |
| - 25 | -0.2192 | (0.0039) | 3 | -0.0172 | (0.0007) | Degree in engineering | 0.1368 | 10.0024 |
| 26-29 | -0.1392 | (0.0024) | 4 | -0.0054 | (0.0019) | Certificate in |  |  |
| 30-34 | -0.0512 | (0.0019) | , | 0.0502 | (0.0017) | engineering 1 | -0.0091 | 10.0012 |
| 35-44 | 0.0439 | (0.0012) |  |  |  | Certificate in |  |  |
| 45-59 | 0.0896 | (0.0016) |  |  |  | engineering 11 | -0.0382 | 10.0016 |
| 60 - | 0.0607 | (0.0049) |  |  |  | Degree in science | 0.0508 | 10.0096 |
|  |  |  |  |  |  | Other degrees | 0.0575 | 10.010; |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 |  |
| Supervision of production | $\begin{gathered} 0.5507 \\ (0.0066) \end{gathered}$ | $\begin{gathered} 0.3495 \\ (0.0041) \end{gathered}$ | $\begin{gathered} 0.1571 \\ (0.0032) \end{gathered}$ | $\begin{gathered} -0.0109 \\ (0.0037) \end{gathered}$ |  |  |
| Work supervision, general |  |  | $\begin{gathered} 0.0563 \\ (0.0085) \end{gathered}$ | $\begin{gathered} -0.0968 \\ (0.0059) \end{gathered}$ |  |  |
| Work supervision, building and construction work |  |  |  | $\begin{gathered} -0.1638 \\ (0.0102) \end{gathered}$ | $\begin{gathered} -0.2584 \\ (0.0067) \end{gathered}$ | 1 |
| Mathematical work | $\begin{gathered} 0.4969 \\ (0.0327) \end{gathered}$ | $\begin{gathered} 0.3320 \\ (0.0128) \end{gathered}$ | $\begin{gathered} 0.1012 \\ (0.0070) \end{gathered}$ | $\begin{gathered} -0.1016 \\ (0.0071) \end{gathered}$ | $\begin{gathered} -0.2768 \\ (0.0109) \end{gathered}$ |  |
| Laboratory work | $\begin{gathered} 0.5047 \\ (0.0113) \end{gathered}$ | $\begin{gathered} 0.2930 \\ (0.0057) \end{gathered}$ | $\begin{gathered} 0.0824 \\ (0.0037) \end{gathered}$ | $\begin{gathered} -0.1299 \\ (0.0029) \end{gathered}$ | $\begin{gathered} -0.2528 \\ (0.0056) \end{gathered}$ | 1 |
| Mechanical and eiectrical design engineering | $\begin{gathered} 0.5154 \\ (0.0113) \end{gathered}$ | $\begin{gathered} 0.2752 \\ (0.0048) \end{gathered}$ | $\begin{gathered} 0.0548 \\ (0.0028) \end{gathered}$ | $\begin{gathered} -0.1273 \\ (0.0022) \end{gathered}$ | $\begin{gathered} -0.2761 \\ (0.0033) \end{gathered}$ | 1 |
| Productivity engineering | $\begin{gathered} 0.4331 \\ (0.0206) \end{gathered}$ | $\begin{gathered} 0.2079 \\ (0.0094) \end{gathered}$ | $\begin{gathered} 0.0319 \\ (0.0060) \end{gathered}$ | $\begin{gathered} -0.1380 \\ (0.0048) \end{gathered}$ | $\begin{gathered} -0.2606 \\ (0.0084) \end{gathered}$ |  |
| Technical instruction and technical service |  | $\begin{gathered} 0.3533 \\ (0.0146) \end{gathered}$ | $\begin{gathered} 0.0870 \\ (0.0073) \end{gathered}$ | $\begin{gathered} -0.1070 \\ (0.0060) \end{gathered}$ | $\begin{gathered} -0.2523 \\ (0.0142) \end{gathered}$ |  |
| Other technical work | $\begin{gathered} 0.5352 \\ (0.0175) \end{gathered}$ | $\begin{gathered} 0.3140 \\ (0.0080) \end{gathered}$ | $\begin{gathered} 0.1090 \\ (0.0053) \end{gathered}$ | $\begin{gathered} -0.0704 \\ (0.0061) \end{gathered}$ |  |  |

Industry

| Mining | 0.0020 | $(0.0066)$ |
| :--- | ---: | ---: |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants | -0.0245 | $(0.0031)$ |
| Manufacture of hardware | -0.0125 | $(0.0049)$ |
| Engineering works | -0.0183 | $(0.0014)$ |
| Repair works | 0.0089 | $(0.0122)$ |
| Shipyards | -0.0151 | $(0.0041)$ |
| Manufacture of electrical equipment | -0.0136 | $(0.0019)$ |
| Other metal industry | -0.0195 | $(0.0090)$ |
| Quarrying: stone, clay and glass products | 0.0141 | $(0.0051)$ |
| Wood industry | -0.0017 | $(0.0087)$ |
| Manufacture of pulp, paper and paper products | 0.0071 | $(0.0037)$ |
| Printing and allied industries | -0.0294 | $(0.0138)$ |
| Food manufacturing industries | -0.0268 | $(0.0070)$ |
| Beverage and tobacco industries | -0.0191 | $(0.0111)$ |
| Textile industry | -0.0168 | $(0.0065)$ |
| Leather, furs and rubber industries | -0.0194 | $(0.0079)$ |
| Chemical industry | -0.0011 | $(0.0035)$ |
| Building and construction | 0.0699 | $(0.0031)$ |


|  | Sum of squares | d.f. |
| :---: | :---: | :---: |
| Total | 2379.2523 | 23,653 |
| Explained | 1979.2208 | 71 |
| Residual | 400.0315 | 23,582 |

TABLEIIa:P64,3

| Intercept 8.0133 (0.0036) |  |  |  |  |  | $R=0.9119$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  |  | Cost of living area |  |  | Education |  |  |
| -25 | -0.1833 | (0.0035) | 3 | -0.0264 | (0.0012) | Degree in engineering | 0.0972 | (0.0035) |
| 26-29 | -0.1033 | (0.0024) | 4 | -0.0146 | (0.0016) | Certificate in |  |  |
| 30-34 | -0.0152 | (0.0021) | 5 | 0.0410 | (0.0016) | engineering I | -0.0487 | (0.0033) |
| 35-44 | 0.0798 | (0.0018) |  |  |  | Certificate in |  |  |
| 45-59 | 0.1255 | (0.0020) |  |  |  | engineering II | -0.0777 | (0.0034) |
| $60-$ | 0.0966 | (0.0043) |  |  |  | Degree in science | 0.0112 | (0.0078) |
|  |  |  |  |  |  | Other degrees | 0.0180 | (0.0087) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | $\begin{gathered} 0.4909 \\ (0.0067) \end{gathered}$ | $\begin{gathered} 0.2897 \\ (0.0044) \end{gathered}$ | $\begin{gathered} 0.0973 \\ (0.0037) \end{gathered}$ | $\begin{aligned} & -0.0707 \\ & (0.0041) \end{aligned}$ |  |  |
| Work supervision, general |  |  | $\begin{gathered} -0.0034 \\ (0.0085) \end{gathered}$ | $\begin{gathered} -0.1566 \\ (0.0061) \end{gathered}$ |  |  |
| Work supervision, building and construction work |  |  |  | $\begin{gathered} -0.2236 \\ (0.0101) \end{gathered}$ | $\begin{gathered} -0.3182 \\ (0.0068) \end{gathered}$ | $\begin{array}{r} -0.429 \\ 10.015 \end{array}$ |
| Mathematical work | $\begin{gathered} 0.4372 \\ (0.0319) \end{gathered}$ | $\begin{gathered} 0.2722 \\ (0.0126) \end{gathered}$ | $\begin{gathered} 0.0414 \\ (0.0070) \end{gathered}$ | $\begin{gathered} -0.1614 \\ (0.0071) \end{gathered}$ | $\begin{gathered} -0.3365 \\ (0.0107) \end{gathered}$ |  |
| Laboratory work | $\begin{gathered} 0.4450 \\ (0.0111) \end{gathered}$ | $\begin{gathered} 0.2333 \\ (0.0059) \end{gathered}$ | $\begin{gathered} 0.0227 \\ (0.0040) \end{gathered}$ | $\begin{gathered} -0.1897 \\ (0.0035) \end{gathered}$ | $\begin{gathered} -0.3126 \\ (0.0058) \end{gathered}$ | $\begin{array}{r} -0.343 \\ 10.013 \end{array}$ |
| Mechanical and electrical design engineering | $\begin{gathered} 0.4557 \\ (0.0111) \end{gathered}$ | $\begin{gathered} 0.2155 \\ (0.0050) \end{gathered}$ | $\begin{gathered} -0.0050 \\ (0.0033) \end{gathered}$ | $\begin{gathered} -0.1871 \\ (0.0029) \end{gathered}$ | $\begin{gathered} -0.3358 \\ (0.0038) \end{gathered}$ | $\begin{array}{r} -0.394 \\ 10.007 \end{array}$ |
| Productivity engineering | $\begin{gathered} 0.3733 \\ (0.0202) \end{gathered}$ | $\begin{gathered} 0.1481 \\ (0.0094) \end{gathered}$ | $\begin{gathered} -0.1278 \\ (0.0062) \end{gathered}$ | $\begin{gathered} -0.1978 \\ (0.0050) \end{gathered}$ | $\begin{gathered} -0.3203 \\ (0.0085) \end{gathered}$ |  |
| Technical instruction and technical service |  | $\begin{gathered} 0.2936 \\ (0.0143) \end{gathered}$ | $\begin{gathered} 0.0272 \\ (0.0074) \end{gathered}$ | $\begin{gathered} -0.1668 \\ (0.0062) \end{gathered}$ | $\begin{gathered} -0.3120 \\ (0.0140) \end{gathered}$ |  |
| Other technical work | $\begin{gathered} 0.4754 \\ (0.0172) \end{gathered}$ | $\begin{gathered} 0.2542 \\ (0.0080) \end{gathered}$ | $\begin{gathered} 0.0492 \\ (0.0055) \end{gathered}$ | $\begin{gathered} -0.1302 \\ (0.0063) \end{gathered}$ |  |  |


| Industry |  |  |
| :--- | ---: | ---: |
| Mining | 0.0057 | $(0.0065)$ |
| Metal and engineering industry |  |  |
| $\quad$ Iron and stee works metal plants : | 0.0282 | $(0.0034)$ |
| $\quad$ Manufacture of hardware | -0.0088 | $(0.0050)$ |
| $\quad$ Engineering works | -0.0147 | $(0.0023)$ |
| $\quad$ Repair works | -0.0126 | $(0.0116)$ |
| $\quad$ Shipyards | -0.0099 | $(0.0043)$ |
| $\quad$ Manufacture of electrical equipment | -0.0158 | $(0.0027)$ |
| $\quad$ Other metal industry | 0.0178 | $(0.0087)$ |
| Quarrying: stone, clay and glass products | 0.0020 | $(0.0051)$ |
| Wood industry | 0.0108 | $(0.0039)$ |
| Manufacture of pulp, paper and paper products | -0.0257 | $(0.0131)$ |
| Printing and allied industries | -0.0231 | $(0.0068)$ |
| Food manufacturing industries | -0.0154 | $(0.0107)$ |
| Beverage and tobacco industries | -0.0131 | $(0.0064)$ |
| Textile industry | -0.0157 | $(0.0077)$ |
| Leather furs and rubber industries | 0.0026 | $(0.0038)$ |
| Chemical industry | -0.0736 | $(0.0035)$ |


|  | Sum of squares |  | d.f. |
| :--- | ---: | ---: | ---: |
| Total | 2379.2523 |  | 23,653 |
| Explained | 1978.5735 | 66 |  |
| Residual | 400.6788 | 23,587 |  |

TABLE IIa:H68, number of observations
Total number of observations: 34,540

| Age |  | Cost of living area |  |  | Education |
| :--- | ---: | ---: | ---: | ---: | ---: |
| -25 | 3,586 | 3 | 20,623 |  | Degree in engineering |
| $26-29$ | 5,511 | 4 | 5,837 |  | Certificate in engineering I |
| $30-34$ | 6,030 | 5 | 8,080 |  | Certificate in engineering II |
| $35-44$ | 9,798 |  | Degree in science | 17.117 |  |
| $45-59$ | 8,784 |  |  | Other degrees | 287 |
| $60-$ | 831 |  |  | 256 |  |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Administration of plants or branches | 73 | 94 | 72 | 14 |  |  |
| General analytical and planning work | 25 | 80 | 152 | 77 |  |  |
| Supervision of production | 603 | 1,397 | 2,286 | 1,923 | 324 |  |
| Work supervision, general |  | 30 | 62 | 368 | 216 | 25 |
| Work supervision, building and construction work |  | 41 | 300 | 789 | 967 | 354 |
| Mathematical work | 17 | 115 | 394 | 434 | 223 |  |
| Laboratory work | 163 | 724 | 1,566 | 2,303 | 959 | 120 |
| Mechanical and electrical design engineering | 155 | 784 | 2,582 | 4,034 | 2,746 | 609 |
| Construction and civil engineering design | 25 | 173 | 441 | 726 |  |  |
| Productivity engineering | 76 | 330 | 740 | 1,326 | 786 |  |
| Technical instruction and technical service | 12 | 114 | 431 | 821 | 293 | 15 |

Industry

| Mining | 1,067 |
| :--- | ---: |
| Metal and engineering industry | 2,867 |
| $\quad$ Iron and steel works, metal plants | 953 |
| Manufacture of hardware | 10,063 |
| Engineering works | 130 |
| Repair works | 1,231 |
| Shipyards | 6,228 |
| Manufacture of electrical equipment | 339 |
| Other metal industry | 1,009 |
| Quarrying: stone, clay and glass products | 396 |
| Wood industry | 1,307 |
| Manufacture of pulp, paper and paper products | 100 |
| Printing and allied industries | 535 |
| Food manufacturing industries | 68 |
| Beverage and tobacco industries | 398 |
| Textile industry | 343 |
| Leather, furs and rubber industries | 2,235 |
| Chemical industry | 5,271 |
| Building and construction |  |

Intercept 8.2449 (0.0033)

| Age |  |  | Cost of living area |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| -25 | -0.2201 | $(0.0024)$ | 3 | -0.0450 | $(0.0010)$ |
| $26-29$ | -0.1061 | $(0.0018)$ | 4 | -0.0140 | $(0.0013)$ |
| $30-34$ | -0.0092 | $(0.0017)$ | 5 | 0.0589 | $(0.0012)$ |
| $35-44$ | 0.0890 | $(0.0015)$ |  |  |  |
| $45-59$ | 0.1405 | $(0.0016)$ |  |  |  |
| $60-$ | 0.1059 | $(0.0038)$ |  |  |  |

## $R=0.9319$

Education

| Degree in engineering <br> Certificate in <br> engineering I | 0.0832 | $\mathbf{( 0 . 0 0 2 8 )}$ |
| :--- | ---: | ---: |
| Certificate in | -0.0596 | $(0.0027)$ |
| $\quad$ engineering II | -0.0844 | $(0.0027)$ |
| Degree in science <br> Other degrees | 0.0107 | $(0.0064)$ |

Job

| Family | Level |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Administration of plants or branches | $\begin{gathered} 0.6710 \\ (0.0149) \end{gathered}$ | $\begin{gathered} 0.4421 \\ (0.0131) \end{gathered}$ | $\begin{gathered} 0.1766 \\ (0.0149) \end{gathered}$ | $\begin{gathered} -0.1106 \\ (0.0335) \end{gathered}$ |  |  |  |
| General analytical and planning work | $\begin{gathered} 0.4558 \\ (0.0251) \end{gathered}$ | $\begin{gathered} 0.3261 \\ (0.0142) \end{gathered}$ | $\begin{gathered} 0.0940 \\ (0.0104) \end{gathered}$ | $\begin{gathered} -0.1164 \\ (0.0144) \end{gathered}$ |  |  |  |
| Supervision of production | $\begin{gathered} 0.5094 \\ (0.0056) \end{gathered}$ | $\begin{gathered} 0.3005 \\ (0.0040) \end{gathered}$ | $\begin{gathered} 0.1093 \\ (0.0034) \end{gathered}$ | $\begin{gathered} -0.0616 \\ (0.0035) \end{gathered}$ | $\begin{gathered} -0.2621 \\ (0.0073) \end{gathered}$ |  |  |
| Work supervision, general |  | $\begin{gathered} 0.1879 \\ (0.0229) \end{gathered}$ | $\begin{gathered} -0.0043 \\ (0.0160) \end{gathered}$ | $\begin{gathered} -0.2026 \\ (0.0069) \end{gathered}$ | $\begin{gathered} -0.3411 \\ (0.0089) \end{gathered}$ | $\begin{gathered} -0.4200 \\ (0.0251) \end{gathered}$ |  |
| Work supervision, building and construction work |  | $\begin{gathered} 0.1251 \\ (0.0197) \end{gathered}$ | $\begin{gathered} 0.0157 \\ (0.0078) \end{gathered}$ | $\begin{gathered} -0.1575 \\ (0.0054) \end{gathered}$ | $\begin{gathered} -0.3332 \\ (0.0051) \end{gathered}$ | $\begin{gathered} -0.4730 \\ (0.0075) \end{gathered}$ |  |
| Mathematical work | $\begin{gathered} 0.4633 \\ (0.0304) \end{gathered}$ | $\begin{gathered} 0.2629 \\ (0.0120) \end{gathered}$ | $\begin{gathered} 0.0451 \\ (0.0067) \end{gathered}$ | $\begin{gathered} -0.1497 \\ (0.0064) \end{gathered}$ | $\begin{gathered} -0.3955 \\ (0.0088) \end{gathered}$ |  |  |
| Laboratory work | $\begin{gathered} 0.4725 \\ (0.0102) \end{gathered}$ | $\begin{gathered} 0.2639 \\ (0.0054) \end{gathered}$ | $\begin{gathered} 0.0399 \\ (0.0039) \end{gathered}$ | $\begin{gathered} -0.1676 \\ (0.0034) \end{gathered}$ | $\begin{gathered} -0.3330 \\ (0.0048) \end{gathered}$ | $\begin{gathered} -0.4385 \\ (0.0117) \end{gathered}$ | $\begin{gathered} -0.7047 \\ (0.0396) \end{gathered}$ |
| Mechanical and electrical design engineering | $\begin{gathered} 0.4651 \\ (0.0104) \end{gathered}$ | $\begin{gathered} 0.2542 \\ (0.0050) \end{gathered}$ | $\begin{gathered} 0.0088 \\ (0.0033) \end{gathered}$ | $\begin{gathered} -0.1856 \\ (0.0029) \end{gathered}$ | $\begin{gathered} -0.3280 \\ (0.0034) \end{gathered}$ | $\begin{gathered} -0.4410 \\ (0.0057) \end{gathered}$ | $\begin{gathered} -0.4974 \\ (0.0274) \end{gathered}$ |
| Construction and civil engineering design | $\begin{gathered} 0.4935 \\ (0.0251) \end{gathered}$ | $\begin{gathered} 0.2578 \\ (0.0098) \end{gathered}$ | $\begin{gathered} 0.0211 \\ (0.0063) \end{gathered}$ | $\begin{gathered} -0.1740 \\ (0.0051) \end{gathered}$ |  |  |  |
| Productivity engineering | $\begin{gathered} 0.3927 \\ (0.0145) \end{gathered}$ | $\begin{gathered} 0.1640 \\ (0.0072) \end{gathered}$ | $\begin{gathered} -0.0119 \\ (0.0051) \end{gathered}$ | $\begin{gathered} -0.1836 \\ (0.0041) \end{gathered}$ | $\begin{gathered} -0.3215 \\ (0.0051) \end{gathered}$ |  |  |
| Technical instruction and technical service | $\begin{gathered} 0.4112 \\ (0.0361) \end{gathered}$ | $\begin{gathered} 0.2706 \\ (0.0119) \end{gathered}$ | $\begin{gathered} 0.0263 \\ (0.0064) \end{gathered}$ | $\begin{gathered} -0.1530 \\ (0.0049) \end{gathered}$ | $\begin{gathered} -0.3175 \\ (0.0077) \end{gathered}$ | $\begin{gathered} -0.4416 \\ (0.0324) \end{gathered}$ |  |


| Industry |  |  |
| :--- | ---: | ---: |
| Mining | -0.0003 | $(0.0041)$ |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants | 0.0115 | $(0.0028)$ |
| Manufacture of hardware | 0.0054 | $(0.0042)$ |
| Engineering works | -0.0208 | $(0.0021)$ |
| Repair works | 0.0081 | $(0.0107)$ |
| Shipyards | -0.0172 | $(0.0039)$ |
| Manufacture of electrical equipment | -0.0120 | $(0.0024)$ |
| Other metal industry | -0.0076 | $(0.0067)$ |
| Quarrying: stone, clay and glass products | 0.0157 | $(0.0041)$ |
| Wood industry | 0.0023 | $(0.0063)$ |
| Manufacture of pulp, paper and paper products | 0.0090 | $(0.0037)$ |
| Printing and allied industries | 0.0150 | $10.0150)$ |
| Food manufacturing industries | -0.0248 | $(0.0055)$ |
| Beverage and tobacco industries | 0.0111 | $(0.0121)$ |
| Textile industry | -0.0107 | $(0.0063)$ |
| Leather, furs and rubber industries | -0.0092 | $(0.0067)$ |
| Chemical industry | 0.0003 | $(0.0031)$ |
| Building and construction | 0.0244 | $(0.0029)$ |


| Age |  |  | Cost of living area |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| -25 | -0.4246 | $(0.0032)$ | 3 | -0.0391 | $(0.0016)$ |  |
| $26-29$ | -0.2332 | $(0.0027)$ | 4 | -0.0183 | $(0.0021)$ |  |
| $30-34$ | -0.0394 | $(0.0026)$ | 5 | 0.0574 | $(0.0020)$ |  |
| $35-44$ | 0.1728 | $(0.0023)$ |  |  |  |  |
| $45-59$ | 0.2960 | $(0.0024)$ |  |  |  |  |
| $60-$ | 0.2283 | $(0.0060)$ |  |  |  |  |


| Education |  |  |
| :---: | :---: | :---: |
| Degree in engineering | 0.1949 | $10 . \mathrm{C}$ |
| Certificate in engineering $\mid$ | -0.1505 | 10.6 |
| Certificate in engineering H | -0.2327 | 10. |
| Degree in science | 0.0828 | 10. |
| Other degrees | 0.1056 | 10. |


| Industry |  |  |
| :--- | ---: | ---: |
| Mining |  |  |
| Metal and engineering industry | 0.0364 | $(0.0065)$ |
| Iron and steel works, metal plants | 0.0239 | $(0.0045)$ |
| Manufacture of hardware | 0.0270 | $(0.0068)$ |
| Engineering works | -0.0339 | $(0.0032)$ |
| Repair works | -0.0370 | $(0.0171)$ |
| Shipyards | -0.0813 | $(0.0061)$ |
| Manufacture of electrical equipment | -0.0455 | $(0.0037)$ |
| $\quad$ Other metal industry | -0.0007 | $(0.0107)$ |
| Quarrying: stone, clay and glass products | 0.0362 | $(0.0066)$ |
| Wood industry | 0.0177 | $(0.0100)$ |
| Manufacture of pulp, paper and paper products | 0.0646 | $10.0059)$ |
| Printing and allied industries | -0.0473 | $(0.0239)$ |
| Food manufacturing industries | -0.0160 | $10.0087)$ |
| Beverage and tobacco industries | -0.0095 | $(0.0194)$ |
| Textile industry | 0.0264 | $(0.0100)$ |
| Leather, furs and rubber industries | -0.0093 | $(0.0107)$ |
| Chemical industry | 0.0211 | $(0.0049)$ |
| Building and construction | 0.0271 | $(0.0038)$ |


|  | Sum of squares |  | d.f. |
| :--- | :--- | :--- | :--- |
| Total |  |  | 34,539 |
| Explained | 2798.9225 |  | 28 |
| Residual | 1430.1695 |  | 34.511 |

TABLE $\| 1 \mathrm{~b}:$ P64, number of observations
Total number of observations: 50,121

| Age |  |
| :--- | ---: |
| -25 | 161 |
| $26-29$ | 656 |
| $30-34$ | 1,142 |
| $35-44$ | 3,316 |
| $45-59$ | 2,727 |
| $60-$ | 308 |

Education
Degree in engineering $\quad 1,183$
$\begin{array}{lll}\text { Certificate in engineering I } & 2,785\end{array}$
Certificate in engineering II 4,342

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Supervision of production | 414 | 1,075 | 1,626 | 1,279 |  |  |
| Work supervision, general |  |  | 260 | 586 |  |  |
| Work supervision, building and construction work |  |  |  | 179 | 460 | 73 |
| Technical instruction and technical service |  | 70 | 281 | 479 | 86 |  |
| Other technical work | 58 | 280 | 620 | 484 |  |  |

Interaction


| Age | Family |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Supervision of production | Work supervision, general | Work supervision, building and construction work |  | Technical instruction and technical service | Other technical work |  |
| -29 | 274 | 73 | 275 |  | 141 | 54 |  |
| 30-44 | 2,455 | 479 | 269 |  | 535 | 720 |  |
| 45 - | 1,665 | 294 | 168 |  | 240 | 668 |  |
| Education |  | Level |  |  |  |  |  |
|  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| Degree in engineering |  | 291 | 424 | 339 | 125 | 4 |  |
| Certificate in engineering I |  | 116 | 510 | 1,066 | 983 | 92 | 18 |
| Certificate in engineering II |  | 65 | 491 | 1,382 | 1,899 | 450 | 55 |


|  | Family |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Supervision <br> Ef production | Work supervision, <br> general | Work supervision, <br> building and <br> construction work | Technical instruction <br> and technical service | Other technical work |  |
| Degree in en- <br> gineering | 943 | 10 | 5 | 55 | 170 |
| Certificate in en- <br> gineering I | 1,710 | 111 | 105 | 318 | 541 |
| Certificate in en- <br> gineering ।I | 1,741 | 725 | 602 | 543 | 731 |



## TABLE $\|$ IIC:P64.1



| Education |  | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| Degree in engineering |  | $\begin{gathered} -0.0101 \\ (0.0056) \end{gathered}$ | $\begin{array}{r} -0.0084 \\ (0.0054 \end{array}$ | $\begin{gathered} 0.0027 \\ (0.0068) \end{gathered}$ | $\begin{gathered} 0.0378 \\ (0.0144) \end{gathered}$ | $\begin{gathered} 0.2153 \\ (0.1722) \end{gathered}$ |  |
| Certificate in engineering I |  | $\begin{gathered} 0.0415 \\ (0.0124) \end{gathered}$ | $\begin{array}{r} 0.0038 \\ 10.0058 \end{array}$ | $\begin{gathered} -0.0012 \\ (0.0033) \end{gathered}$ | $\begin{gathered} -0.0034 \\ (0.0034) \end{gathered}$ | $\begin{gathered} -0.0203 \\ (0.0228) \end{gathered}$ | $\begin{array}{r} -0.015 \\ 10.038 \end{array}$ |
| Certificate in engineering II |  | $\begin{gathered} -0.0288 \\ (0.0179) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.0033 \\ 10.0055 \\ \hline \end{array}$ | $\begin{gathered} 0.0003 \\ (0.0026) \end{gathered}$ | $\begin{array}{ll} 3 & -0.0007 \\ \text { 6) } & (0.0019) \\ \hline \end{array}$ | $\begin{gathered} 0.0022 \\ (0.0048) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.004! \\ 10.012! \\ \hline \end{array}$ |
| Education | Family |  |  |  |  |  |  |
|  | Supervision of production | Work supervision, general | Work s buildin constru |  | Technical instruction and technical service | Other tec | I work |
| Degree in engineering | $\begin{gathered} 0.0025 \\ (0.0024) \end{gathered}$ | $\begin{gathered} 0.0201 \\ (0.0493) \end{gathered}$ | $\begin{gathered} -0.0 \\ 10.1! \end{gathered}$ |  | $\begin{gathered} 0.0263 \\ (0.0210) \end{gathered}$ | -0.0 10. |  |
| Certificate in engineering I | $\begin{gathered} -0.0027 \\ (0.0021) \end{gathered}$ | $\begin{gathered} -0.0313 \\ (0.0135) \end{gathered}$ |  |  | $\begin{gathered} 0.0097 \\ (0.0068) \end{gathered}$ |  |  |
| Certificate in engineering II | $\begin{gathered} 0.0013 \\ (0.0021) \end{gathered}$ | $\begin{gathered} 0.0045 \\ (0.0022) \end{gathered}$ | $\begin{array}{r} -0.0 \\ 10.0 \\ \hline \end{array}$ |  | $\begin{gathered} -0.0084 \\ (0.0041) \\ \hline \end{gathered}$ |  |  |



TABLE \|IIc:P64.1

| Intercept 7.8784 (0.0009) |  |  |
| :---: | :---: | :---: |
| Age |  |  |
| - 25 | -0.2152 | (0.0039) |
| 26-29 | -0.1185 | (0.0024) |
| 30-34 | -0.0332 | (0.0020) |
| $35-44$ | 0.0574 | (0.0014) |
| 45-59 | 0.0980 | (0.0021) |
| 60 - | 0.0754 | (0.0061) |

$R=0.9171$

| Education |  |  |
| :--- | ---: | ---: |
| Degree in engineering | 0.1433 | $(0.0028)$ |
| Certificate in engineering I | -0.0188 | $(0.0014)$ |
| Certificate in engineering II | -0.0384 | $(0.0012)$ |
| Degree in science - | 0.0455 | $(0.0080)$ |
| Other degrees | 0.0705 | $(0.0146)$ |

Job

| Family | Level |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Mathematical work | 0.5233 | 0.3750 | 0.1348 | -0.0679 | -0.1986 |  |
|  | $(0.0314)$ | $(0.0118)$ | $(0.0070)$ | $(0.0069)$ | $(0.0115)$ |  |
| Laboratory work | 0.5714 | 0.3612 | 0.1345 | -0.0880 | -0.2140 | -0.2347 |
|  | $(0.0117)$ | $(0.0063)$ | $(0.0035)$ | $(0.0027)$ | $(0.0054)$ | $(0.0122)$ |
| Mechanical and electrical | 0.5345 | 0.3059 | 0.0924 | -0.0783 | -0.2219 | -0.2681 |
| design engineering | $(0.0111)$ | $(0.0049)$ | $(0.0027)$ | $(0.0020)$ | $(0.0031)$ | $(0.0072)$ |
| Productivity engineering | 0.4903 | 0.2581 | 0.0793 | -0.0940 | -0.2224 |  |
|  | $(0.0218)$ | $(0.0095)$ | $(0.0057)$ | $(0.0044)$ | $(0.0082)$ |  |


|  | Sum of squares | d.f. |
| :---: | :---: | :---: |
| Total | 1463.0585 | 16,266 |
| Explained | 1230.5305 | 80 |
| Residual | 232.5280 | 16,186 |

Interaction

| Age | Education |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree in engineering | Certificate in engineering ) |  | Certificate in engineering II | Degree in science |  | Other degrees |
| -29 | $\begin{gathered} 0.0302 \\ (0.0068) \end{gathered}$ | $\begin{gathered} -0.0026 \\ (0.0023) \end{gathered}$ |  | $\begin{gathered} -0.0085 \\ (0.0027) \end{gathered}$ | $\begin{gathered} 0.0602 \\ (0.0216) \end{gathered}$ |  | $\begin{gathered} 0.0273 \\ (0.0555) \end{gathered}$ |
| 30-44 | $\begin{gathered} -0.0018 \\ (0.0022) \end{gathered}$ | $\begin{gathered} 0.0022 \\ (0.0014) \end{gathered}$ |  | $\begin{gathered} -0.0003 \\ (0.0010) \end{gathered}$ | $\begin{gathered} -0.0143 \\ (0.0064) \end{gathered}$ |  | $\begin{gathered} 0.0134 \\ (0.0118) \end{gathered}$ |
| 45- | $\begin{gathered} -0.0228 \\ (0.0056) \end{gathered}$ | $\begin{gathered} -0.0012 \\ (0.0029) \end{gathered}$ |  | $\begin{gathered} 0.0079 \\ (0.0021) \\ \hline \end{gathered}$ |  |  | $\begin{gathered} -0.0346 \\ (0.0235) \end{gathered}$ |
| Age | Level |  |  |  |  |  |  |
|  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| - 29 |  | $\begin{gathered} -0.3914 \\ (0.0714) \end{gathered}$ | $\begin{gathered} -0.1227 \\ (0.0288) \end{gathered}$ | $\begin{gathered} -0.0968 \\ (0.0082) \end{gathered}$ | $\begin{gathered} -0.0081 \\ (0.0020) \end{gathered}$ | $\begin{gathered} 0.0248 \\ (0.0020) \end{gathered}$ | $\begin{array}{r} 0.0312 \\ 10.0038 \end{array}$ |
| 30-44 |  | $\begin{gathered} -0.0489 \\ (0.0082) \end{gathered}$ | $\begin{gathered} -0.0128 \\ (0.0026) \end{gathered}$ | $\begin{gathered} 0.0051 \\ (0.0013) \end{gathered}$ | $\begin{gathered} 0.0075 \\ (0.0010) \end{gathered}$ | $\begin{gathered} -0.0195 \\ (0.0030) \end{gathered}$ | $\begin{array}{r} -0.0362 \\ 10.0118 \end{array}$ |
| 45 - |  | $\begin{gathered} 0.0428 \\ (0.0062) \end{gathered}$ | $\begin{gathered} 0.0205 \\ (0.0036) \\ \hline \end{gathered}$ | $\begin{gathered} 0.0134 \\ (0.0023) \end{gathered}$ | $\begin{gathered} -0.0152 \\ (0.0030) \end{gathered}$ | $\begin{gathered} -0.0781 \\ (0.0078) \end{gathered}$ | $\begin{array}{r} -0.2181 \\ 10.0217 \end{array}$ |


Table IV:P64, number of observationTotal number of observations: 3,160

| Age |  | Cost of living area |  |
| :--- | ---: | :--- | :---: |
| -25 | 65 | 3 | 1644 |
| $26-29$ | 282 | 4 | 548 |
| $30-34$ | 565 | 5 | 968 |
| $35-44$ | 1369 |  |  |
| $45-59$ | 758 |  |  |
| $60-$ | 121 |  |  |

## Job

Chief marketing manager, chief market development manager, chief sales manager (8102)
Marketing manager, market development manager sales manager (8103)
First market development planner, firstsalesman, first sales engineer (8104)
Market planner, salesman, sales engineer (8105) ..... 1295
First administrative rationalization officer (9454) ..... 47
47

Industry
Metal and engineering industry ..... 2550
Quarrying: stone, clay and glass products ..... 119
Manufacture of pulp, paper and paper products ..... 117
Textile industry ..... 51
Chemical industry ..... 171
Building and construction ..... 152526

80

26

12

Degree in engineering
Certificate in engineering II
Degree in business \& commerce $\quad 185$
Certificate in commerce 403

| Intercept | 8.0691 (0.0027) $R=0.8815$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  | Cost of living area |  | Education |  |
| -25 | -0.3287 | 3 | -0.0089 | Degree in engineering | 0.1100 |
| 26-29 | -0.1920 (0.0090) | 4 | -0.0134 (0.0060) | Certificate in engineering I | -0.0095 (0.0041) |
| 30-34 | -0.0721 (0.0060) | 5 | 0.0226 (0.0042) | Certificate in engineering II | -0.0316 (0.0039) |
| 35-44 | 0.0247 (0.0031) |  |  | Degree in business \& |  |
| 45-59 | $0.1004(0.0051)$ |  |  | economics | $0.0507(0.0114)$ |
| 69- | 0.0525 (0.0137) |  |  | Certificate in commerce | -0.0430 (0.0077) |
| Job |  |  |  | Industry |  |
| Chief marketing manager, chief market development manager, chief sales manager (8102) |  |  | 0.4964 | Metal and engineering industry | -0.0047 |
| Marketing | manager, market de |  |  | Quarrying: stone, clay and glass products | 0.0767 (0.0137) |
| manage | er (8103) |  | 0.2771 (0.0065) | Manufacture of pulp, paper and paper products | 0.0160 (0.0147) |
| First market development planner, first salesman, first sales engineer (8104) |  |  | 0.0196 (0.0037) | Textile industry | 0.0560 (0.0212) |
|  |  |  |  | Chemical industry | 0.0196 (0.0114) |
| Market planner, salesman, sales engineer (8105) |  |  | -0.1965 (0.0038) | Building and construction | -0.0344 (0.0122) |
| First administrative rationalization officer (9454) |  |  | -0.0518 (0.0221) |  |  |
|  | Sum of squares | $\underline{\text { d.f. }}$ |  |  |  |
| Total | 320.298878 | 3159 |  |  |  |
| Explained | 248.878386 |  | 20 |  |  |
| Residual | 71.420492 |  |  |  |  |



TABLE VII:P64.1


|  | Sum of squares | f. |
| :---: | :---: | :---: |
| otal | 320.2989 | 3,159 |
| xplained | 251.3594 | 70 |
| esidual | 68.9395 | 3,089 |

Interaction

|  | Cost of living area |  |  |
| :--- | :---: | :---: | :---: |
| Age | 3 | 4 | 5 |
| Number of observations |  |  |  |
| -29 | 177 | 61 | 109 |
| $30-44$ | 990 | 362 | 582 |
| $45-$ | 477 | 125 | 277 |
| Estimates |  |  |  |
| -29 | -0.0084 | -0.0112 | 0.0199 |
| $30-44$ | $10.0084)$ | $10.0183)$ | $10.0127)$ |
|  | -0.0031 | 0.0004 | 0.0050 |
| $45-$ | $10.0022)$ | $10.0043)$ | $10.0035)$ |
|  | 0.0095 | -0.0183 |  |



| Education | Job |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8102 | 8103 | 8104 | 8105 | 9454 |
| Number of observations |  |  |  |  |  |
| Degree in engineering | 67 | 153 | 211 | 44 | 5 |
| Certificate in engineering I | 27 | 131 | 327 | 463 | 10 |
| Certificate in engineering II | 18 | 130 | 382 | 594 | 10 |
| Degree in business \& economics | 39 | 47 | 61 | 25 | 13 |
| Certificate in commerce | 29 | 65 | 131 | 169 | 9 |
| Estimates |  |  |  |  |  |
| Degree in engineering | -0.0200 | -0.0079 | 0.0035 | 0.0380 | 0.0277 |
|  | (0.0142) | (0.0091) | (0.0072) | (0.0231) | (0.0650) |
| Certificate in engineering I | -0.0117 | 0.0114 | -0.0003 | -0.0024 | 0.0051 |
|  | (0.0274) | (0.0110) | (0.0059) | (0.0046) | (0.0432) |
| Certificate in engineering II | -0.0099 | -0.0002 | 0.0041 | -0.0032 | 0.0515 |
|  | (0.0344) | (0.0111) | (0.0053) | (0.0037) | (0.0450) |
| Degree in business \& economics | 0.0198 | -0.0137 | -0.0148 | 0.0160 | 0.0288 |
|  | (0.0222) | (0.0198) | (0.0165) | (0.0364) | (0.0380) |
| Certificate in commerce | 0.0367 | 0.0060 | -0.0101 | 0.0056 | -0.1198 |
|  | (0.0258) | (0.0168) | (0.0105) | (0.0090) | (0.0455) |

## MODEL VIIIa, VIIIe-g

TABLE VIIIa: P60, number of observations
Total number of observations: 5,850

| Age |  | Cost of living area |  |
| :--- | ---: | :--- | ---: |
|  |  | 3 | 3,112 |
| $26-29$ | 374 | 4 | 966 |
| $30-34$ | 715 | 5 | 1,772 |
| $35-44$ | 1,150 |  |  |
| $45-59$ | 1,248 |  |  |
| $60-$ | 163 |  |  |

Education
Degree in engineering 512
Certificate in engineering I $\quad 1,275$
Certificate in engineering II $\quad 1,751$
Degree in business \& economics 625
Certificate in commerce 1,687

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Marketing | 169 | 455 | 922 | 967 |  |  |
| Sales Activity through calls on customers |  | 49 | 122 | 240 |  |  |
| Tender calculations |  | 24 | 122 | 297 |  |  |
| Handling of orders |  |  | 56 | 150 |  |  |
| Advertising |  | 26 | 45 | 28 |  |  |
| Purchasing | 23 | 85 | 151 | 166 |  |  |
| Financial administration | 110 | 163 | 206 | 150 | 442 | 210 |
| Accounting, budget and cashier work | 15 | 80 | 128 | 132 |  |  |
| Internal auditing |  | 16 | 20 | 21 |  |  |
| Office rationalization |  | 25 | 41 | 29 |  |  |
| Administrative rationalization |  | 0 | 5 | 6 |  |  |

Industry
Metal and engineering industry
Iron and steel works, metal plants
66

Manufacture of hardware
Engineering works
Repair works
Shipyards
Manufacture of electrical equipment
Other metal industry
Quarrying: stone, clay and glass products
Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
Leather, furs and rubber industries
Chemical industry
Building and construction

TABLE VIIIa:P60,1
Intercept 7.6553 (0.0023)

| Age |  |  | Cost of living area |  |  |
| :--- | ---: | ---: | :--- | :---: | ---: |
| -25 | -0.2837 | $(0.0100)$ | 3 | -0.0261 | $(0.0024)$ |
| $26-29$ | -0.1602 | $(0.0066)$ | 4 | 0.0035 | $(0.0054)$ |
| $30-34$ | -0.0431 | $(0.0048)$ | 5 | 0.0440 | $(0.0038)$ |
| $35-44$ | 0.0490 | $(0.0031)$ |  |  |  |
| $45-59$ | 0.1202 | $(0.0048)$ |  |  |  |
| $60-$ | 0.9075 | $(0.0139)$ |  |  |  |

$R=0.8796$


Job


| Industry |  |  |
| :---: | :---: | :---: |
| Mining |  |  |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants |  |  |
| Manufacture of hardware |  |  |
| Engineering works |  |  |
| Repair works |  |  |
| Shipyards |  |  |
| Manufacture of electrical equipment |  |  |
| Other metal industry |  |  |
| Quarrying: stone, clay and glass products |  |  |
| Wood industry |  |  |
| Manufacture of pulp, paper and paper products |  |  |
| Printing and allied industries |  |  |
| Food manufacturing industries |  |  |
| Beverage and tobacco industries |  |  |
| Textile industry |  |  |
| Leather, furs and rubber industries |  |  |
| Chemical industry |  |  |
| Building and construction |  |  |
|  | Sum of squares | d.f. |
| Total | 801.7369 | 5,849 |
| Explained | 620.3099 | 64 |
| Residual | 181.4271 | 5,785 |
|  |  |  |

## TABLE VIIla:P60,3

Intercept 7.7099 ( 0.0080 )

| Age |  |  | Cost of living area |  |  |
| :--- | ---: | ---: | :--- | ---: | :--- |
|  |  |  |  |  |  |
| -25 | -0.2454 | $(0.0090)$ | 3 | -0.0334 | $(0.0034)$ |
| $26-29$ | -0.1237 | $(0.0066)$ | 4 | -0.0032 | $(0.0044)$ |
| $30-34$ | -0.0066 | $(0.0055)$ | 5 | 0.0366 | $(0.0038)$ |
| $35-44$ | 0.0855 | $(0.048)$ |  |  |  |
| $45-59$ | 0.1564 | $(0.0056)$ |  |  |  |
| $60-$ | 0.1338 | $(0.0120)$ |  |  |  |


| Education |  |  |
| :---: | :---: | :---: |
| Degree in engineering | 0.1121 | (0.0074) |
| Certificate in engineering ! | -0.0214 | (0.0051) |
| Certificate in engineering II | -0.0592 | (0.0050) |
| Degree in business <br> \& economics | 0.0256 | (0.0072) |
| Certificate in commerce | -0.0570 | (0.0054) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Marketing | $\begin{gathered} 0.5068 \\ (0.0151) \end{gathered}$ | $\begin{gathered} 0.3136 \\ (0.0108) \end{gathered}$ | $\begin{gathered} 0.0328 \\ (0.0090) \end{gathered}$ | $\begin{gathered} -0.1657 \\ (0.0090) \end{gathered}$ |  |  |
| Sales Activity through calls on customers |  | $\begin{gathered} 0.2545 \\ (0.0256) \end{gathered}$ | $\begin{gathered} 0.0775 \\ (0.0172) \end{gathered}$ | $\begin{gathered} -0.0677 \\ (0.0133) \end{gathered}$ |  |  |
| Tender calculations |  | $\begin{gathered} 0.2414 \\ (0.0360) \end{gathered}$ | $\begin{gathered} -0.0133 \\ (0.0176) \end{gathered}$ | $\begin{gathered} -0.2184 \\ (0.0128) \end{gathered}$ |  |  |
| Handling of orders |  |  | $\begin{gathered} -0.0831 \\ (0.0241) \end{gathered}$ | $\begin{gathered} -0.2507 \\ (0.0160) \end{gathered}$ |  |  |
| Advertising |  | $\begin{gathered} 0.2736 \\ (0.0345) \end{gathered}$ | $\begin{gathered} 0.0315 \\ (0.0266) \end{gathered}$ | $\begin{gathered} -0.2703 \\ (0.0332) \end{gathered}$ |  |  |
| Purchasing | $\begin{gathered} 0.4892 \\ (0.0368) \end{gathered}$ | $\begin{gathered} 0.1961 \\ (0.0199) \end{gathered}$ | $\begin{gathered} -0.0910 \\ (0.0156) \end{gathered}$ | $\begin{gathered} -0.2557 \\ (0.0175) \end{gathered}$ |  |  |
| Financial administration | $\begin{gathered} 0.3631 \\ (0.0182) \end{gathered}$ | $\begin{gathered} 0.1912 \\ (0.0154) \end{gathered}$ | $\begin{gathered} -0.0412 \\ (0.0141) \end{gathered}$ | $\begin{gathered} -0.2263 \\ (0.0160) \end{gathered}$ | $\begin{gathered} -0.3736 \\ (0.0111) \end{gathered}$ | $\begin{gathered} -0.5297 \\ (0.0145) \end{gathered}$ |
| Accounting, budget and cashier work | $\begin{gathered} 0.5049 \\ (0.0454) \end{gathered}$ | $\begin{gathered} 0.1840 \\ (0.0207) \end{gathered}$ | $\begin{gathered} -0.0394 \\ (0.0167) \end{gathered}$ | $\begin{gathered} -0.2758 \\ (0.0166) \end{gathered}$ |  |  |
| Internal auditing |  | $\begin{gathered} 0.3359 \\ (0.0440) \end{gathered}$ | $\begin{gathered} 0.0230 \\ (0.0392) \end{gathered}$ | $\begin{gathered} -0.2222 \\ (0.0383) \end{gathered}$ |  |  |
| Office rationalization |  | $\begin{gathered} 0.2354 \\ (0.0353) \end{gathered}$ | $\begin{gathered} -0.0303 \\ (0.0278) \end{gathered}$ | $\begin{gathered} -0.2515 \\ (0.0329) \end{gathered}$ |  |  |
| Administrative rationalization |  | - | $\begin{gathered} 0.1922 \\ (0.0776) \end{gathered}$ | $\begin{gathered} -0.1029 \\ (0.0709) \end{gathered}$ | $\begin{gathered} -0.2415 \\ (0.1223) \end{gathered}$ | $\begin{gathered} -0.6962 \\ (0.1222) \end{gathered}$ |


| Industry |  |  |  |
| :---: | :---: | :---: | :---: |
| Mining |  | 0.0790 | (0.0212) |
| Metal and engineering industry |  |  |  |
| Iron and steel works, metal plants |  | 0.0318 | (0.0102) |
| Manufacture of hardware |  | -0.0160 | (0.0130) |
| Engineering works |  | -0.0049 | (0.0060) |
| Repair works |  | 0.0070 | (0.0167) |
| Shipyards |  | 0.0523 | (0.0171) |
| Manufacture of electrical equipment |  | -0.0444 | (0.0070) |
| Other metal industry |  | -0.0195 | (0.0186) |
| Quarrying: stone, clay and glass products |  | 0.0128 | (0.0123) |
| Wood industry |  | -0.0443 | (0.0161) |
| Manufacture of pulp, paper and paper products |  | 0.0258 | (0.0115) |
| Printing and allied industries |  | -0.0480 | (0.0288) |
| Food manufacturing industries |  | -0.0370 | (0.0159) |
| Beverage and tobacco industries |  | 0.0018 | (0.0306) |
| Textile industry |  | 0.0207 | (0.0133) |
| Leather, furs and rubber industries |  | -0.0096 | (0.0152) |
| Chemical industry |  | 0.0182 | (0.0104) |
| Building and construction |  | -0.0256 | (0.0083) |
| Sum of squares | d.f. |  |  |
| Total 801.7369 | 5,849 |  |  |
| Explained 621.2379 | 66 |  |  |
| Residual 180.4990 | 5,783 |  |  |


| Age |  | Cost of living area |  |
| :--- | ---: | :--- | ---: |
|  |  |  | 3 |
| $26-29$ | 328 | 4 | 4,022 |
| $30-34$ | 1,307 | 5 | 1,332 |
| $35-44$ | 2,876 |  | 2,027 |
| $45-59$ | 1,799 |  |  |
| $60-$ | 264 |  |  |


| Education |  |
| :---: | :---: |
| Degree in engineering | 578 |
| Certificate in engineering I | 1,690 |
| Certificate in engineering II | 2,240 |
| Degree in business \& economics | 708 |
| Certificate in commerce | 2,165 |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Marketing | 197 | 561 | 1,163 | 1,323 |  |  |
| Sales Activity through calls |  |  |  |  |  |  |
| Tender calculations |  | 52 | 160 | 329 |  |  |
| Handling of orders |  |  | 66 | 149 |  |  |
| Advertising |  | 29 | 59 | 34 |  |  |
| Purchasing | 31 | 99 | 217 | 162 |  |  |
| Financial administration | 124 | 198 | 275 | 162 | 506 | 192 |
| Accounting, budget and cashier work | 33 | 97 | 187 | 171 |  |  |
| Internal auditing |  | 18 | 36 | 26 |  |  |
| Office rationalization |  | 34 | 54 | 55 |  |  |
| Administrative rationaliza. tion |  | 16 | 36 | 58 | 18 | 1 |


| Industry |  |
| :--- | ---: |
| Mining |  |
| Metal and engineering industry | 63 |
| Iron and steel works, metal plants | 472 |
| Manufacture of hardware | 228 |
| Engineering works | 2,272 |
| Repair works | 162 |
| Shipyards | 146 |
| Manufacture of electrical equipment | 1,442 |
| Other metal industry | 109 |
| Quarrying: stone, clay and glass products | 304 |
| Wood industry | 130 |
| Manufacture of pulp, paper and paper products | 338 |
| Printing and allied industries | 65 |
| Food manufacturing industries | 118 |
| Beverage and tobacco industries | 56 |
| Textile industry | 186 |
| Leather, furs and rubber industries | 171 |
| Chemical industry | 389 |
| Building and construction | 730 |

TABLE VIIIa:P64.1
Intercept 7.9829 (0.0018)

| Age |  |  | Cost of living area |  |  | Education |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - 25 | -0.2785 | (0.0090) | 3 | -0.0169 | (0.0018) | Degree in engineering |  | 0.1354 | (0.0069) |
| 26-29 | -0.1664 | (0.0055) | 4 | -0.0046 | (0.0040) | Certificate in |  |  |  |
| 30-34 | -0.0557 | (0.0040) | 5 | 0.0356 | (0.0032) |  | ing I | 0.0022 | (0.0036) |
| 35-44 | 0.0376 | (0.0023) |  |  |  | Certif |  |  |  |
| 45-59 | 0.0984 | (0.0034) |  |  |  |  | ing 11 | -0.0216 | (0.0032) |
| $60-$ | 0.0498 | (0.0095) |  |  |  | Degree in business |  |  |  |
|  |  |  |  |  |  | \& \& economics |  | 0.0581 | (0.0066) |
|  |  |  |  |  |  |  |  |  | (0.0036) |
| Job |  |  |  |  |  |  |  |  |  |
| Family |  |  |  | Level |  |  |  |  |  |
|  |  |  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| Marketing |  |  |  | $\begin{gathered} 0.5537 \\ (0.0114) \end{gathered}$ | 0.3481 | $\begin{gathered} 0.0904 \\ (0.0044) \end{gathered}$ | $\begin{gathered} -0.1328 \\ (0.0042) \end{gathered}$ |  |  |
|  |  |  |  |  | (0.0066) |  |  |  |  |
| Sales Activity through calls on customers |  |  |  |  | $\begin{gathered} 0.2623 \\ (0.0206) \end{gathered}$ | $\begin{gathered} 0.1257 \\ (0.0131) \end{gathered}$ | $\begin{gathered} -0.0188 \\ (0.0098) \end{gathered}$ |  |  |
| Tender calculations |  |  |  |  | $\begin{gathered} 0.2506 \\ (0.0218) \end{gathered}$ | $\begin{gathered} 0.0317 \\ (0.0127) \end{gathered}$ | $\begin{gathered} -0.1560 \\ (0.0090) \end{gathered}$ |  |  |
| Handling of orders |  |  |  |  |  | $\begin{gathered} -0.0405 \\ (0.0192) \end{gathered}$ | $\begin{gathered} -0.2182 \\ (0.0128) \end{gathered}$ |  |  |
| Advertising |  |  |  |  | $\begin{gathered} 0.3087 \\ (0.0289) \end{gathered}$ | $\begin{gathered} 0.0281 \\ (0.0202) \end{gathered}$ | $\begin{gathered} -0.1772 \\ (0.0266) \end{gathered}$ |  |  |
| Purchasing |  |  |  | $\begin{gathered} 0.5062 \\ (0.0280) \end{gathered}$ | $\begin{gathered} 8.2332 \\ (0.0156) \end{gathered}$ | $\begin{aligned} & -0.0347 \\ & (0.0105) \end{aligned}$ | $\begin{gathered} -0.2027 \\ (0.0122) \end{gathered}$ |  |  |
| Financial administration |  |  |  | $\begin{gathered} 0.4042 \\ (0.0146) \end{gathered}$ | $\begin{gathered} 0.1944 \\ (0.0114) \end{gathered}$ | $\begin{gathered} -0.0151 \\ (0.0099) \end{gathered}$ | $\begin{gathered} -0.1843 \\ (0.0126) \end{gathered}$ | $\begin{gathered} -0.3376 \\ (0.0071) \end{gathered}$ | $\begin{gathered} -0.4712 \\ (0.0115) \end{gathered}$ |
| Accounting, budget and cashier work |  |  |  | $\begin{gathered} 0.5115 \\ (0.0274) \end{gathered}$ | $\begin{gathered} 0.2322 \\ (0.0160) \end{gathered}$ | $\begin{gathered} -0.0079 \\ (0.0115) \end{gathered}$ | $\begin{gathered} -0.2002 \\ (0.0120) \end{gathered}$ |  |  |
| Internal auditing |  |  |  |  | $\begin{gathered} 0.3004 \\ (0.0370) \end{gathered}$ | $\begin{gathered} 0.0615 \\ (0.0260) \end{gathered}$ | $\begin{gathered} -0.2014 \\ (0.0306) \end{gathered}$ |  |  |
| Office rationalization |  |  |  |  | $\begin{gathered} 0.2469 \\ (0.0268) \end{gathered}$ | $\begin{gathered} 0.0107 \\ (0.0211) \end{gathered}$ | $\begin{gathered} -0.1764 \\ (0.0210) \end{gathered}$ |  |  |
| Administrative rationalization |  |  |  |  | $\begin{gathered} 0.3082 \\ (0.0390) \end{gathered}$ | $\begin{gathered} 0.1328 \\ (0.0259) \end{gathered}$ | $\begin{gathered} -0.0827 \\ (0.0204) \end{gathered}$ | $\begin{gathered} -0.2502 \\ (0.0368) \end{gathered}$ | $\begin{array}{r} -0.5485 \\ 10.1552 \end{array}$ |


| Industry |  |  |
| :---: | :---: | :---: |
| Mining | 0.0595 | (0.0198) |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants | -0.0022 | (0.0072) |
| Manufacture of hardware | 0.0027 | (0.0102) |
| Engineering works | -0.0012 | (0.0028) |
| Repair works | 0.0070 | (0.0123) |
| Shipyards | 0.0100 | (0.0130) |
| Manufacture of electrical equipment | -0.0298 | (0.0041) |
| Other metal industry | -0.0246 | (0.0148) |
| Quarrying: stone, clay and glass products | 0.0375 | (0.0088) |
| Wood industry | -0.0351 | (0.0136) |
| Manufacture of pulp, paper and paper products | 0.0121 | (0.0086) |
| Printing and allied industries | -0.0299 | (0.0195) |
| Food manufacturing industries | -0.0243 | (0.0145) |
| Beverage and tobacco industries | 0.0439 | (0.0210) |
| Textile industry | 0.0122 | (0.0114) |
| Leather, furs and rubber industries | -0.0030 | (0.0120) |
| Chemical industry | 0.0183 | (0.0078) |
| Building and construction | 0.0343 | (0.0061) |

TABLE VIIIa:P64,3
Intercept 8.0106 (0.0061)

| Age |  |  | Cost of living area |  |  | Education |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -25 | -0.2261 | (0.0079) | 3 | -0.0219 | (0.0027) | Degree in engineering | 0.1075 | (0.0060) |
| 26-29 | -0.1138 | (0.0053) | 4 | -0.0096 | (0.0033) | Certificate in |  |  |
| 30-34 | -0.0033 | (0.0045) | 5 | 0.0315 | (0.0030) | engineering I | -0.0258 | (0.0040) |
| 35-44 | 0.0901 | (0.0037) |  |  |  | Certificate in |  |  |
| 45-59 | 0.1508 | (0.0042) |  |  |  | engineering II | -0.0496 | (0.0039) |
| 60 - | 0.1022 | (0.0083) |  |  |  | Degree in business |  |  |
|  |  |  |  |  |  | \& economics | 0.0302 | (0.0059) |
|  |  |  |  |  |  | Certificate of commerce | -0.0624 | (0.0042) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Marketing | $\begin{gathered} 0.5113 \\ (0.0122) \end{gathered}$ | $\begin{gathered} 0.3057 \\ (0.0084) \end{gathered}$ | $\begin{gathered} 0.0480 \\ (0.0070) \end{gathered}$ | $\begin{gathered} -0.1753 \\ (0.0070) \end{gathered}$ |  |  |
| Sales Activity through calls on customers |  | $\begin{gathered} 0.2199 \\ (0.0207) \end{gathered}$ | $\begin{gathered} 0.0833 \\ (0.0139) \end{gathered}$ | $\begin{gathered} -0.0612 \\ (0.0111) \end{gathered}$ |  |  |
| Tender calculations |  | $\begin{gathered} 0.2082 \\ (0.0219) \end{gathered}$ | $\begin{gathered} -0.0107 \\ (0.0136) \end{gathered}$ | $\begin{gathered} -0.1984 \\ (0.0104) \end{gathered}$ |  |  |
| Handling of orders |  |  | $\begin{gathered} -0.0829 \\ (0.0195) \end{gathered}$ | $\begin{gathered} -0.2596 \\ (0.0137) \end{gathered}$ |  |  |
| Advertising |  | $\begin{gathered} 0.2663 \\ (0.0286) \end{gathered}$ | $\begin{gathered} -0.0143 \\ (0.0204) \end{gathered}$ | $\begin{gathered} -0.2196 \\ (0.0265) \end{gathered}$ |  |  |
| Purchasing | $\begin{gathered} 0.4638 \\ (0.0277) \end{gathered}$ | $\begin{gathered} 0.1908 \\ (0.0161) \end{gathered}$ | $\begin{gathered} -0.0771 \\ (0.0115) \end{gathered}$ | $\begin{gathered} -0.2452 \\ (0.0131) \end{gathered}$ |  |  |
| Financial administration | $\begin{gathered} 0.3619 \\ (0.0150) \end{gathered}$ | $\begin{gathered} 0.1520 \\ (0.0121) \end{gathered}$ | $\begin{gathered} -0.0575 \\ (0.0109) \end{gathered}$ | $\begin{gathered} -0.2258 \\ (0.0133) \end{gathered}$ | $\begin{gathered} -0.3700 \\ (0.0087) \end{gathered}$ | $\begin{array}{r} -0.51: \\ 10.01: \end{array}$ |
| Accounting, budget and cashier work | $\begin{gathered} 0.4691 \\ (0.0271) \end{gathered}$ | $\begin{gathered} 0.1898 \\ (0.0163) \end{gathered}$ | $\begin{gathered} -0.0504 \\ (0.0123) \end{gathered}$ | $\begin{gathered} -0.2427 \\ (0.0129) \end{gathered}$ |  |  |
| Internal auditing |  | $\begin{gathered} 0.2580 \\ (0.0364) \end{gathered}$ | $\begin{gathered} 0.0191 \\ (0.0258) \end{gathered}$ | $\begin{gathered} -0.2439 \\ (0.0303) \end{gathered}$ |  |  |
| Office rationalization |  | $\begin{gathered} 0.2045 \\ (0.0266) \end{gathered}$ | $\begin{gathered} -0.0317 \\ (0.0213) \end{gathered}$ | $\begin{gathered} -0.2189 \\ (0.0212) \end{gathered}$ |  |  |
| Administrative rationalization |  | $\begin{gathered} 0.2658 \\ (0.0383) \end{gathered}$ | $\begin{gathered} 0.0903 \\ (0.0258) \\ \hline \end{gathered}$ | $\begin{gathered} -0.1251 \\ (0.0206) \end{gathered}$ | $\begin{gathered} -0.2928 \\ (0.0363) \\ \hline \end{gathered}$ | $\begin{gathered} -0.59( \\ 10.15 \end{gathered}$ |

Industry
Mining
Metal and engineering industry
Iron and steel works, metal plants
Manufacture of hardware
Engineering works
Repair works
Shipyards
Manufacture of electrical equipment
Other metal industry
Quarrying: stone, clay and glass products
Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
Leather, furs and rubber industries
Chemical industry
Building and construction

Total

| Explained |  |
| :--- | :--- |
| Residual |  |

TABLE VIIIa:H68, number of observations
Total number of observations: 11,820

| Age |  | Cost of living area |  |
| :--- | ---: | :--- | ---: |
| -25 | 1,058 | 3 | 6,453 |
| $26-29$ | 1,739 | 4 | 2,088 |
| $30-34$ | 2,108 | 5 | 3,279 |
| $35-44$ | 3,542 |  |  |
| $45-59$ | 2,999 |  |  |
| $60-$ | 374 |  |  |

Education
$\begin{array}{lr}\text { Degree in engineering } & 823 \\ \text { Certificate in engineering I } & 3,068 \\ \text { Certificate in engineering II } & 3,932 \\ \text { Degree in business \& economics } & 854 \\ \text { Certificate in commerce } & 3,143\end{array}$

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| PR work | 1 | 11 | 17 |  |  |  |
| Marketing | 184 | 758 | 1,526 | 2,035 | 391 |  |
| Sales Activity through calls on customers |  | 66 | 214 | 405 | 70 |  |
| Tender calculations |  | 76 | 240 | 505 | 351 |  |
| Handling of orders |  | 23 | 100 | 265 | 161 |  |
| Advertising |  | 26 | 54 | 86 |  |  |
| Purchasing | 44 | 149 | 270 | 245 | 119 |  |
| Financial administration | 137 | 197 | 353 | 232 |  |  |
| Accounting, budget and cashier work | 36 | 140 | 315 | 291 |  |  |
| Internal auditing | 11 | 24 | 28 | 36 |  |  |
| Administrative rationalization | 13 | 42 | 66 | 131 | 28 |  |
| Supervision of data processing work | 4 | 9 | 13 | 5 |  |  |
| Systems work, programming work |  | 35 | 122 | 271 | 93 |  |
| Computer operation work |  | 5 | 7 | 2 | 6 | 15 |
| General office work |  |  | 20 | 20 | 350 | 381 |

## Industry

| Mining | 56 |
| :--- | ---: |
| Metal and engineering industry | 748 |
| Iron and steel works, metal plants | 460 |
| Manufacture of hardware | 3,514 |
| Engineering works | 235 |
| Repair works | 217 |
| Shipyards | 2,214 |
| Manufacture of electrical equipment | 204 |
| Other metal industry | 460 |
| Quarrying: stone, clay and glass products | 230 |
| Wood industry | 424 |
| Manufacture of pulp, paper and paper products | 100 |
| Printing and altied industries | 257 |
| Food manufacturing industries | 37 |
| Beverage and tobacco industries | 244 |
| Textile industry | 190 |
| Leather, furs and rubber industries | 653 |
| Chemical industry | 1,577 |

TABLE VIIIa: H68,3

| Intercept 8.2630 ( .0049) |  |  |  |  | $R=.9103$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age Cost of living area |  |  |  |  | Education |  |  |
| -25 | -. 2511 | 3 | -. 0325 | (.0020) | Degree in engineering | . 1086 | (.0046) |
| 26-29 | -. 1216 | 4 | . 0000 | (.0025) | Certificate in |  |  |
| 30-34 | -. 063 | 5 | . 0325 | (.0023) | engineering I | -. 0280 | (.0029) |
| 35-44 | . 0934 |  |  |  | Certificate in |  |  |
| 45-59 | . 1546 |  |  |  | engineering II | -. 0504 | (.0029) |
| 60 - | . 1309 |  |  |  | Degree in business |  |  |
|  |  |  |  |  | \& economics | . 0247 | (.0048) |
|  |  |  |  |  | Certificate in commerce | -. 0548 | (.0031) |

Job

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 |  |
| PR work | $\left[\begin{array}{c} .3071 \\ (.0732) \end{array}\right]$ | $\begin{gathered} .2133 \\ (.0437) \end{gathered}$ | $\begin{gathered} .0163 \\ (.0548) \end{gathered}$ |  |  |  |
| Marketing | $\begin{gathered} .5234 \\ (.0115) \end{gathered}$ | $\begin{gathered} .3023 \\ (.0068) \end{gathered}$ | $\begin{gathered} .0678 \\ (.0056) \end{gathered}$ | $\begin{gathered} -.1374 \\ (.0054) \end{gathered}$ | $\begin{gathered} -.3305 \\ (.0088) \end{gathered}$ |  |
| Sales Activity through calls on customers |  | $\begin{gathered} .2978 \\ (.0183) \end{gathered}$ | $\begin{gathered} .0837 \\ (.0108) \end{gathered}$ | $\begin{gathered} -.0966 \\ (.0083) \end{gathered}$ | $\begin{gathered} -.2569 \\ (.0178) \end{gathered}$ |  |
| Tender calculations |  | $\begin{gathered} .2042 \\ (.0174) \end{gathered}$ | $\begin{aligned} & -.0158 \\ & (.0106) \end{aligned}$ | $\begin{gathered} -.2021 \\ (.0081) \end{gathered}$ | $\begin{gathered} -.3711 \\ (.0094) \end{gathered}$ |  |
| Handling of orders |  | $\begin{gathered} .2610 \\ (.0304) \end{gathered}$ | $\begin{aligned} & -.0578 \\ & 1.0151! \end{aligned}$ | $\begin{gathered} -.2496 \\ (.0098) \end{gathered}$ | $\begin{gathered} -.3870 \\ (.0122) \end{gathered}$ |  |
| Advertising |  | $\begin{gathered} .2290 \\ (.0286) \end{gathered}$ | $\begin{gathered} .0184 \\ (.0200) \end{gathered}$ | $\begin{gathered} -.1627 \\ (.0161) \end{gathered}$ |  |  |
| Purchasing | $\begin{gathered} .4632 \\ (.0222) \end{gathered}$ | $\begin{gathered} .1659 \\ (.0125) \end{gathered}$ | $\begin{gathered} -.0570 \\ (.0097) \end{gathered}$ | $\begin{aligned} & -.2127 \\ & (.0102) \end{aligned}$ | $\begin{gathered} -.3674 \\ (.0140) \end{gathered}$ |  |
| Financial administration | $\begin{gathered} .4018 \\ (.0134) \end{gathered}$ | $\begin{gathered} .1693 \\ (.0113) \end{gathered}$ | $\begin{aligned} & -.0436 \\ & (.0091) \end{aligned}$ | $\begin{gathered} -.2617 \\ (.0107) \end{gathered}$ |  |  |
| Accounting, budget and cashier work | $\begin{gathered} .3615 \\ (.0246) \end{gathered}$ | $\begin{gathered} .1780 \\ (.0130) \end{gathered}$ | $\begin{gathered} -.0347 \\ (.0092) \end{gathered}$ | $\begin{gathered} -.2266 \\ (.0095) \end{gathered}$ |  |  |
| Internal auditing | $\begin{gathered} .3389 \\ (.0044) \end{gathered}$ | $\begin{gathered} .1984 \\ (.0298) \end{gathered}$ | $\begin{gathered} -.0431 \\ (.0276) \end{gathered}$ | $\begin{gathered} -.1968 \\ (.0245) \end{gathered}$ |  |  |
| Administrative rationalization | $\begin{gathered} .4446 \\ (.0403) \end{gathered}$ | $\begin{gathered} .2506 \\ (.0227) \end{gathered}$ | $\begin{gathered} .0207 \\ (.0182) \end{gathered}$ | $\begin{gathered} -.1443 \\ (.0133) \end{gathered}$ | $\begin{gathered} -.3288 \\ (.0277) \end{gathered}$ |  |
| Supervision of data processing work | $\left[\begin{array}{c}.3579 \\ (.0723)\end{array}\right]$ | $\begin{gathered} .2056 \\ (.0483) \end{gathered}$ | $\begin{gathered} .0635 \\ (.0402) \end{gathered}$ | $\begin{gathered} -.0681 \\ (.0647) \end{gathered}$ |  |  |
| Systems work, programming work |  | $\begin{gathered} .2388 \\ (.0248) \end{gathered}$ | $\begin{gathered} .0446 \\ (.0138) \end{gathered}$ | $\begin{gathered} -.1505 \\ (.0099) \end{gathered}$ | $\begin{gathered} -.3123 \\ (.0158) \end{gathered}$ |  |
| Computer operation work |  | $\begin{gathered} .2202 \\ (.0646) \end{gathered}$ | $\begin{gathered} .0297 \\ (.0547) \end{gathered}$ | $\begin{gathered} -.0190 \\ (.0687) \end{gathered}$ | $\begin{aligned} & -.3027 \\ & (.0591) \end{aligned}$ | $\begin{array}{r} -.54 ؟ \\ 1.037 \end{array}$ |
| General office work |  |  | $\begin{gathered} --.0065 \\ (.0325) \end{gathered}$ | $\begin{gathered} -.1683 \\ (.0325) \end{gathered}$ | $\begin{gathered} -.4021 \\ (.0089) \end{gathered}$ | $\begin{array}{r} -.51 \varepsilon \\ 1.00 \varepsilon \end{array}$ |


| Industry |  |  |
| :---: | :---: | :---: |
| Mining | 0.0144 | (0.0189) |
| Metal and engineering indusuy |  |  |
| Iron and steel works metal plants | -0.0221 | (0.0058) |
| Manufacture of hardware | -0.0050 | (0.0070) |
| Engineering works | -0.0146 | (0.0036) |
| Repair works | 0.0231 | (0.0096) |
| Shipyards | -0.0068 | (0.0099) |
| Manufacture of electrical equipment | -0.0214 | (0.0043) |
| Other metal industry | $-0.0271$ | (0.0100) |

Quarrying: stone, clay and glass products
Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
Leather furs and rubber industries
Chemical industry
Building and construction

Sum of squares d.f.
Total
Explained
Residual
1469.0762
1217.4018
251.6744

11,819
0.010
$-0.0021$
$-0.0110$
-0.0281
$-0.0037$
-0.0107
0.0089
$-0.0246$
$-0.0003$
0.0209
(0.0070)
(0.0095)
(0.0073)
(0.0142) $(0.0142)$
$(0.0091)$ (0.0230) 10.0093 (0.0104) $(0.0060)$ (0.0050)

87
11.732

TABLE VIIle:P64, number of observations
Total number of observations: 5,223

| Age |  |
| :--- | ---: |
| -25 | 119 |
| $26-29$ | 451 |
| $30-34$ | 900 |
| $35-44$ | 2235 |
| $45-59$ | 1329 |
| $60-$ | 189 |


| Education |  |
| :--- | ---: |
| Degree in engineering | 538 |
| Certificate in engineering । | 1504 |
| Certificate in engineering II | 2039 |
| Degree in business \& economics | 289 |
| Certificate in commerce | 853 |

$\xlongequal{\text { Job }}$

| Family | Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 |  |  |
| Marketing | 198 | 577 | 1185 | 1351 |  |  |
| Sales activities through calls |  |  |  |  |  |  |
| Tender calculations |  | 52 | 162 | 332 |  |  |
| Handling of orders |  |  | 66 | 151 |  |  |
| Advertising |  | 33 | 60 | 34 |  |  |
| Purchasing | 31 | 104 | 225 | 166 |  |  |
| Interaction |  |  |  |  |  |  |
| Age | Education |  |  |  |  |  |
|  | Degree in engineering | Certificate in engineering 1 | Certificate in engineering II | Degree in business \& economics | Certificate in commerce |  |
| -29 | 29 | 221 | 191 | 33 | 96 |  |
| 30-44 | 306 | 875 | 1258 | 190 | 506 |  |
| 45- | 203 | 408 | 590 | 66 | 251 |  |
| Age | Level |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 |  |  |
| -29 | 0 | 9 | 73 | 488 |  |  |
| 30-44 | 102 | 417 | 1183 | 1433 |  |  |
| 45- | 127 | 402 | 591 | 398 |  |  |
| Family |  |  |  |  |  |  |
| Age | Marketing | Sales activities through calls on customers | Tender calculations | Handling of orders | Advertising | Purch ing |
| -29 | 356 | 41 | 75 | 35 | 8 | 55 |
| 30-44 | 2020 | 333 | 303 | 113 | 82 | 284 |
| 45- | 935 | 122 | 168 | 69 | 37 | 187 |
| Education | Level |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 |  |  |
| Degree in engineering | 76 | 180 | 231 | 51 |  |  |
| Certificate in engineering I | 32 | 201 | 533 | 738 |  |  |
| Certificate in engineering II | 20 | 201 | 666 | 1152 |  |  |
| Degree in business \& economics | 58 | 90 | 105 | 36 |  |  |
| Certificate in commerce | 43 | 156 | 312 | 342 |  |  |


| Education |  | Family |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Marketing | Sales activities through calls on customers | Tender calculations | Handling of orders | Advertising | Purchasing |
| Degree in engineering |  | 484 | 8 | 21 | 5 | 3 | 17 |
| Certificate in enginering I |  | 974 | 131 | 180 | 71 | 32 | 116 |
| Certificate in enginering II | - | 1161 | 232 | 339 | 95 | 30 | 182 |
| Degree in business \& economics |  | 210 | 23 | 1 | 3 | 26 | 26 |
| Certificate in commerce |  | 482 | 102 | 5 | 43 | 36 | 185 |

TABLE VIIIe:P64,1

| Intercept 8.0380 (0.0022) |  |  | $R=0.8641$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  |  | Education |  |  |
| - 25 | -0.3380 | (0.0148) | Degree in engineering | 0.1178 | (0.0069) |
| 26-29 | -0.1922 | (0.0075) | Certificate in engineering I | -0.0053 | (0.0035) |
| 30-34 | -0.0694 | (0.0050) | Certificate in engineering II | -0.0218 | (0.0029) |
| 35-44 | 0.0263 | (0.0026) | Degree in business \& economics | 0.0501 | (0.0095) |
| 45-59 | 0.0920 | (0.0039) | Certificate in commerce | -0.0297 | (0.0051) |
| 60 - | 0.0435 | (0.0115) |  |  |  |

Job

| Family | Level |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 |
| Marketing | $\begin{gathered} 0.5156 \\ (0.0119) \end{gathered}$ | $\begin{gathered} 0.3090 \\ (0.0067) \end{gathered}$ | $\begin{gathered} 0.0456 \\ (0.0042) \end{gathered}$ | $\begin{gathered} -0.1727 \\ (0.0041) \end{gathered}$ |
| Sales activities through calls on customers |  | $\begin{gathered} 0.2239 \\ (0.0021) \end{gathered}$ | $\begin{gathered} 0.0802 \\ (0.0129) \end{gathered}$ | $\begin{gathered} -0.0555 \\ (0.0094) \end{gathered}$ |
| Tender calculations |  | $\begin{gathered} 0.2327 \\ (0.0234) \end{gathered}$ | $\begin{gathered} 0.0211 \\ (0.0126) \end{gathered}$ | $\begin{gathered} -0.1821 \\ (0.0089) \end{gathered}$ |
| Handling of orders |  |  | $\begin{gathered} -0.0913 \\ (0.0202) \end{gathered}$ | $\begin{gathered} -0.2587 \\ (0.0129) \end{gathered}$ |
| Advertising |  | $\begin{gathered} 0.2662 \\ (0.0294) \end{gathered}$ | $\begin{gathered} -0.0060 \\ (0.0204) \end{gathered}$ | $\begin{gathered} -0.2229 \\ (0.0282) \end{gathered}$ |
| Purchasing | $\begin{gathered} 0.4385 \\ (0.0314) \\ \hline \end{gathered}$ | $\begin{gathered} 0.1859 \\ (0.0162) \end{gathered}$ | $\begin{gathered} -0.0716 \\ (0.0106) \end{gathered}$ | $\begin{gathered} -0.2335 \\ (0.0133) \end{gathered}$ |

Interaction

| Age | Education |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree in engineering | Certificate in engineering |  | Certificate in engineering II | Degree in business <br> \& economics | Certificate in commerce |
| - 29 | $\begin{gathered} 0.0238 \\ (0.0312) \end{gathered}$ | $\begin{gathered} -0.0053 \\ (0.0084) \end{gathered}$ |  | $\begin{gathered} 0.0059 \\ (0.0096) \end{gathered}$ | $\begin{gathered} 0.0219 \\ (0.0305) \end{gathered}$ | $\begin{gathered} -0.0143 \\ (0.0151) \end{gathered}$ |
| 30-44 | $\begin{gathered} 0.0047 \\ (0.0060) \end{gathered}$ | $\begin{gathered} -0.0002 \\ (0.0030) \end{gathered}$ |  | $\begin{gathered} 0.0025 \\ (0.0023) \end{gathered}$ | $\begin{gathered} 0.0024 \\ (0.0070) \end{gathered}$ | $\begin{gathered} -0.0096 \\ (0.0043) \end{gathered}$ |
| $45-$ | $\begin{gathered} -0.0104 \\ (0.0091) \\ \hline \end{gathered}$ | $\begin{gathered} 0.0032 \\ (0.0061) \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.0072 \\ (0.0048) \end{gathered}$ | $\begin{aligned} & -0.0177 \\ & (0.0018) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.0248 \\ (0.0083) \end{gathered}$ |
| Age | Level |  |  |  |  |  |
|  |  |  | 2 | 3 | 4 | 5 |
| -29 |  |  |  | $\begin{gathered} -0.1201 \\ (0.0539) \end{gathered}$ | $\begin{gathered} -0.0525 \\ (0.0186) \end{gathered}$ | $\begin{gathered} 0.0101 \\ (0.0030) \end{gathered}$ |
| 30-44 |  |  | $\begin{gathered} -0.0360 \\ (0.0124) \end{gathered}$ | $\begin{gathered} -0.0222 \\ (0.0051) \end{gathered}$ | $\begin{gathered} 0.0062 \\ (0.0022) \end{gathered}$ | $\begin{gathered} 0.0039 \\ (0.0019) \end{gathered}$ |
| $45-$ |  |  | $\begin{gathered} 0.0289 \\ (0.0099) \\ \hline \end{gathered}$ | $\begin{gathered} 0.0257 \\ (0.0053) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0060 \\ (0.0042) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0263 \\ (0.0064) \\ \hline \end{gathered}$ |


|  | Family |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Age | Marketing | Sales activities <br> through calls <br> on customers | Tender calcula- <br> tions | Handling of <br> orders | Advertising | Purchasing |
| -29 | -0.0001 | -0.0399 | 0.0136 | 0.0391 | -0.0404 | -0.0074 |
| $30-44$ | $(0.0052)$ | 10.02361 | $(0.0170)$ | $(0.0246)$ | $(0.0552)$ | $(0.0213)$ |
| $45-$ | -0.0023 | -0.0075 | 0.0175 | -0.0039 | 0.0007 | 0.0080 |
|  | $(0.0014)$ | $(0.0048)$ | 10.0059 | $(0.0101)$ | $(0.0111)$ | $(0.0062)$ |


| Education | Level |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 |
| Degree in engineering | -0.0171 | -0.0113 | 0.0047 | 0.0440 |
|  | $10.0142)$ | $(0.0090)$ | $(0.0074)$ | $(0.0220)$ |
| Certificate in engineering I | -0.0112 | 0.0016 | 0.0028 | -0.0020 |
|  | $(0.0260)$ | $10.0093)$ | $(0.0048)$ | $(0.0038)$ |
| Certificate in engineering II | 0.0145 | -0.0046 | -0.0026 | 0.0021 |
|  | $10.0333)$ | $10.0093)$ | $10.0041)$ | $(0.0025)$ |
| Degree in business \& sconomics | -0.0100 | 0.0024 | -0.0015 | 0.0144 |
|  | $10.0176)$ | $(0.0137)$ | $(0.01221$ | $10.0280)$ |
| Certificate in commerce | 0.0453 | 0.0156 | -0.0021 | -0.0109 |
|  | $10.0219)$ | $(0.0108)$ | $(0.0067)$ | $(0.0065)$ |


| Education | Family |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Marketing | Sales activities through calls on customers | Tender calculations | Handling of orders | Advertising | Purchasing |
| Degree in engineering | $\begin{gathered} -0.0054 \\ (0.0023) \end{gathered}$ | $\begin{gathered} 0.0308 \\ (0.0562) \end{gathered}$ | $\begin{gathered} 0.0552 \\ (0.0351) \end{gathered}$ | $\begin{gathered} 0.1413 \\ (0.0702) \end{gathered}$ | $\begin{gathered} -0.0291 \\ (0.0927) \end{gathered}$ | $\begin{gathered} 0.0358 \\ (0.0387) \end{gathered}$ |
| Certificate in engineering I | $\begin{gathered} -0.0008 \\ (0.0025) \end{gathered}$ | $\begin{gathered} -0.0140 \\ (0.0113) \end{gathered}$ | $\begin{gathered} 0.0087 \\ (0.0091) \end{gathered}$ | $\begin{gathered} -0.0080 \\ (0.0151) \end{gathered}$ | $\begin{gathered} 0.0039 \\ (0.0240) \end{gathered}$ | $\begin{gathered} 0.0043 \\ (0.0125) \end{gathered}$ |
| Certificate in engineering II | $\begin{gathered} -0.0002 \\ (0.0023) \end{gathered}$ | $\begin{gathered} 0.0018 \\ (0.0073) \end{gathered}$ | $\begin{gathered} -0.0068 \\ (0.0050) \end{gathered}$ | $\begin{gathered} -0.0030 \\ (0.0121) \end{gathered}$ | $\begin{gathered} -0.0295 \\ (0.0250) \end{gathered}$ | $\begin{gathered} 0.0179 \\ (0.0092) \end{gathered}$ |
| Degree in business <br> \& economics | $\begin{gathered} 0.0080 \\ (0.0058) \end{gathered}$ | $\begin{gathered} -0.0764 \\ (0.0322) \end{gathered}$ | - | $\begin{gathered} -0.0069 \\ (0.0918) \end{gathered}$ | $\begin{gathered} -0.0215 \\ (0.0282) \end{gathered}$ | $\begin{gathered} 0.0250 \\ (0.0302) \end{gathered}$ |
| Certificate in commerce | $\begin{gathered} 0.0039 \\ (0.0042) \\ \hline \end{gathered}$ | $\begin{gathered} 0.0287 \\ (0.0132) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0816 \\ (0.0697) \\ \hline \end{gathered}$ | $\begin{gathered} 0.1138 \\ (0.0213) \end{gathered}$ | $\begin{gathered} 0.0125 \\ (0.0221) \end{gathered}$ | $\begin{gathered} -0.0272 \\ (0.0085) \end{gathered}$ |


|  | Sum of squares |  |  |
| :--- | :--- | ---: | :--- |
|  | d.f. |  |  |
| Total | 491.5437 |  | 5,222 |
| Explained | 367.0096 | 81 |  |
| Residual | 124.5341 | 5,141 |  |

TABLE VIII f: P64, number of observations
Total number of observations: 2,429

| Age |  | Education |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -25 218 |  | $\overline{\text { Degree in eng }}$ | ering | 45 |  |  |
| 26-29 382 |  | Certificate in | gineering I | 212 |  |  |
| 30-34 461 |  | Certificate in | ineering II | 258 |  |  |
| 35-44 762 |  | Degree in bus | ss \& economics | 446 |  |  |
| 45-59 526 |  | Certificate in | mmerce | 1468 |  |  |
| 60- 80 |  |  |  |  |  |  |
| Job |  |  |  |  |  |  |
| Family | Level |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Financial administration | 127 | 210 | 286 | 171 | 548 | 211 |
| Accounting, budget and cashier work | 33 | 103 | 202 | 179 |  |  |
| Internal auditing |  | 20 | 36 | 26 |  |  |
| Office rationalization |  | 34 | 55 | 56 |  |  |
| Administrative rationalization |  | 17 | 36 | 60 | 18 | 1 |
| Interaction |  |  |  |  |  |  |
| Age | Education |  |  |  |  |  |
|  | Degree in engineering | Certificate in engineering I | Certificate in engineering II | Degree in business \& economics | Certificate in commerce |  |
| -29 | 10 | 85 | 65 | 49 | 391 |  |
| 30-44 | 30 | 85 | 106 | 290 | 712 |  |
| 45- | 5 | 42 | 87 | 107 | 365 |  |
| Age | Level |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| -29 | 0 | 9 | 63 | 170 | 258 | 100 |
| 30-44 | 87 | 245 | 405 | 231 | 200 | 55 |
| 45- | 73 | 130 | 147 | 91 | 108 | 57 |
| Family |  |  |  |  |  |  |
| Age | Financial administration | Accounting, budget and cashier work | Internal auditing | Office rationalization | Administrative rationalization |  |
| -29 | 409 | 97 | 16 | 35 | 43 |  |
| 30-44 | 693 | 304 | 47 | 97 | 82 |  |
| 45- | 451 | 116 | 19 | 13 | 7 |  |
| Education | Level |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| Degree in engineering | 0 | 18 | 18 | 6 | 3 |  |
| Certificate in engineering I | 5 | 16 | 34 | 61 | 78 | $1 \varepsilon$ |
| Certificate in engineering II | 0 | 9 | 37 | 40 | 126 | 4 t |
| Degree in business \& economics | 107 | 158 | 135 | 33 | 10 | E |
| Certificate in commerce | 48 | 183 | 391 | 352 | 349 | 145 |
|  | Family |  |  |  |  |  |
| Education | Financial administra. tion | Accounting, budget and cashier work | Internal auditing | Office rationalization | Administra. tive rationalization |  |
| Degree in engineering | 6 | 9 | 0 | 12 | 18 |  |
| Certificate in engineering 1 | 109 | 30 | 2 | 33 | 38 |  |
| Certificate in engineering II | 183 | 30 | 0 | 24 | 20 |  |
| Degree in business \& economics | 208 | 147 | 34 | 36 | 21 |  |
| Certificate in commerce | 1047 | 301 | 45 | 40 | 35 |  |

TABLE VIIIf:P64,1

| Intercept 7.8611 (0.0031) |  |  |  | $\mathrm{R}=0.9122$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age |  |  |  | Education |  |  |  |  |
| -25 | -0.2418 | (0.0112) |  | Degree in | eering | 0.1786 | (0.0248) |  |
| 26-29 | -0.1154 | (0.0079) |  | Certificat | gineering I | 0.0088 | (0.0110) |  |
| 30-34 | -0.0395 | (0.0067) |  | Certificat | gineering II | 0.0166 | (0.0100) |  |
| 35-44 | 0.0686 | (0.0050) |  | Degree in | ess $\varepsilon_{1}$ economics | 0.0829 | (0.0080) |  |
| 45-59 | 0.1095 | (0.0064) |  | Certificat | mmerce | -0.0348 | (0.0029) |  |
| $60-$ | 0.0638 | (0.0177) |  |  |  |  |  |  |
| Job |  |  |  |  |  |  |  |  |
| Family |  |  | Level |  |  |  |  |  |
|  |  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| Financial administration |  |  | $\begin{gathered} 0.5082 \\ (0.0162) \end{gathered}$ | $\begin{gathered} 0.2958 \\ (0.0117) \end{gathered}$ | $\begin{gathered} 0.0763 \\ (0.0101) \end{gathered}$ | $\begin{gathered} -0.0746 \\ (0.0131) \end{gathered}$ | $\begin{gathered} -0.2449 \\ (0.0071) \end{gathered}$ | $\begin{gathered} -0.3812 \\ (0.0111) \end{gathered}$ |
| Accounting, budget and cashier work |  |  | $\begin{gathered} 0.5924 \\ (0.0295) \end{gathered}$ | $\begin{gathered} 0.3173 \\ (0.0166) \end{gathered}$ | $\begin{gathered} 0.0901 \\ (0.0110) \end{gathered}$ | $\begin{gathered} -0.1130 \\ (0.0128) \end{gathered}$ |  |  |
| Internal auditing |  |  |  | $\begin{gathered} 0.3450 \\ (0.0407) \end{gathered}$ | $\begin{gathered} 0.1666 \\ (0.0265) \end{gathered}$ | $\begin{gathered} -0.0847 \\ (0.0354) \end{gathered}$ |  |  |
| Office rationalization |  |  |  | $\begin{gathered} 0.3093 \\ (0.0400) \end{gathered}$ | $\begin{gathered} 0.0565 \\ (0.0292) \end{gathered}$ | $\begin{gathered} -0.0997 \\ (0.0305) \end{gathered}$ |  |  |
| Administrative rationalization |  |  |  | $\begin{gathered} 0.3957 \\ (0.0453) \\ \hline \end{gathered}$ | $\begin{gathered} 0.2137 \\ (0.0337) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0201 \\ (0.0282) \end{gathered}$ | $\begin{gathered} -0.1805 \\ (0.0461) \\ \hline \end{gathered}$ |  |

$\stackrel{\text { Interaction }}{\underline{-}}$

| Age | Education |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Degree in engineering | Certificate in engineering I |  | Certificate in engineering II | Degree in business <br> \& economics |  | Certificate in commerce |
| -29 | $\begin{gathered} 0.0234 \\ (0.0561) \end{gathered}$ | $\begin{gathered} 0.0166 \\ (0.0150) \end{gathered}$ |  | $\begin{gathered} 0.0240 \\ (0.0171) \end{gathered}$ | $\begin{gathered} 0.0535 \\ (0.0263) \end{gathered}$ |  | $\begin{gathered} -0.0149 \\ (0.0048) \end{gathered}$ |
| 30-44 | $\begin{gathered} -0.0117 \\ (0.0222) \end{gathered}$ | $\begin{gathered} 0.0062 \\ (0.0143) \end{gathered}$ |  | $\begin{gathered} 0.0049 \\ (0.0124) \end{gathered}$ | $\begin{gathered} 0.0028 \\ (0.0059) \end{gathered}$ |  | $\begin{gathered} -0.0021 \\ (0.0030) \end{gathered}$ |
| $45-$ | $\begin{gathered} 0.0232 \\ (0.0750) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0461 \\ (0.0228) \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.0239 \\ (0.0147) \end{gathered}$ | $\begin{gathered} -0.0321 \\ (0.0148) \\ \hline \end{gathered}$ |  | $\begin{gathered} 0.0201 \\ (0.0050) \\ \hline \end{gathered}$ |
| Age | Level |  |  |  |  |  |  |
|  |  | 2 | 3 | 4 | 5 | 6 | 7 |
| -29 |  | - | $\begin{gathered} -0.1536 \\ (0.0540) \end{gathered}$ | $\begin{gathered} -0.0604 \\ (0.0209) \end{gathered}$ | $\begin{gathered} -0.0150 \\ (0.0104) \end{gathered}$ | $\begin{array}{r} 0.0067 \\ 10.0074 \end{array}$ | $\begin{array}{lc} 7 & 0.0601 \\ 4) & (0.0118) \end{array}$ |
| 30-44 |  | $\begin{gathered} -0.0538 \\ (0.0123) \end{gathered}$ | $\begin{gathered} -0.0152 \\ (0.0058) \end{gathered}$ | $\begin{gathered} 0.0037 \\ (0.0042) \end{gathered}$ | $\begin{gathered} 0.0213 \\ (0.0078) \end{gathered}$ | $\begin{array}{r} 0.0117 \\ 10.0093 \end{array}$ | $\begin{array}{ll} 7 & -0.0069 \\ \text { 3) } & (0.0185) \end{array}$ |
| 45- |  | $\begin{gathered} 0.0641 \\ (0.0146) \\ \hline \end{gathered}$ | $\begin{gathered} 0.0392 \\ (0.0108) \end{gathered}$ | $\begin{gathered} 0.0156 \\ (0.0104) \end{gathered}$ | $\begin{gathered} -0.0262 \\ (0.0148) \end{gathered}$ | $\begin{gathered} -0.0376 \\ (0.0142) \end{gathered}$ | $\begin{array}{ll} 6 & -0.0988 \\ \text { 2) } & (0.0180) \\ \hline \end{array}$ |


| Age | Family | Financial <br> administration | Accounting, budget <br> and cashier work | Internal <br> auditing | Office rationa- <br> lization |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | 0.0052 | -0.0022 | Administrative <br> rationalization |  |  |
|  | $(0.0063)$ | $(0.0178)$ | 0.0016 | -0.0442 | -0.0093 |
|  | 0.0000 | 0.0001 | $-0.0402)$ | $(0.0280)$ | $(0.0241)$ |
| $45-$ | $(0.0036)$ | $(0.0059)$ | $(0.0152)$ | 0.0163 | -0.0103 |
|  | -0.0048 | 0.0016 | 0.0396 | -0.0029 | $(0.0132)$ |


| Education | Level |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 |  | 5 | 6 | 7 |
| Degree in engineering | - | $\begin{gathered} -0.0313 \\ (0.0355) \end{gathered}$ | $\begin{gathered} 0.0314 \\ (0.0297) \end{gathered}$ |  | $\begin{gathered} -0.0019 \\ (0.0819) \end{gathered}$ | - | - |
| Certificate in engineering 1 | $\begin{gathered} -0.0696 \\ (0.0702) \end{gathered}$ | $\begin{gathered} -0.0120 \\ (0.0400) \end{gathered}$ | $\begin{gathered} 0.0085 \\ (0.0273) \end{gathered}$ |  | $\begin{gathered} 0.0198 \\ (0.0225) \end{gathered}$ | $\begin{gathered} -0.0033 \\ (0.0198) \end{gathered}$ | $\begin{array}{r} -0.03 \\ 10.03 \end{array}$ |
| Certificate in engineering II | - | $\begin{gathered} -0.0013 \\ (0.0565) \end{gathered}$ | $\begin{gathered} 0.0081 \\ (0.0309) \end{gathered}$ |  | $\begin{gathered} 0.0242 \\ (0.0330) \end{gathered}$ | $\begin{gathered} -0.0060 \\ (0.0142) \end{gathered}$ | $\begin{array}{r} -0.01 \\ 10.02 \end{array}$ |
| Degree in business \& economics | $\begin{gathered} 0.0038 \\ (0.0088) \end{gathered}$ | $\begin{gathered} -0.0128 \\ (0.0083) \end{gathered}$ | $\begin{gathered} -0.0117 \\ (0.0104) \end{gathered}$ |  | $\begin{gathered} 0.0318 \\ (0.0270) \end{gathered}$ | $\begin{gathered} 0.2156 \\ (0.0506) \end{gathered}$ | ) |
| Certificate in commerce | $\begin{gathered} -0.0013 \\ (0.0193) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.0152 \\ 10.0081 \\ \hline \end{array}$ | $\begin{gathered} 0.0011 \\ (0.0049) \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.0091 \\ 10.0055) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0033 \\ (0.0060) \\ \hline \end{gathered}$ | $\begin{array}{lr} 3 & 0.00 \\ \vdots) & 10.00 \\ \hline \end{array}$ |
|  | Family |  |  |  |  |  |  |
| Education | Financial administration | Accounting, budget and cashier work |  | Interna auditing | Office rationalization |  | Administrative rationalization |
| Degree in engineering | $\begin{gathered} 0.0168 \\ (0.0659) \end{gathered}$ |  |  | - |  |  | $\begin{gathered} -0.0232 \\ (0.0345) \end{gathered}$ |
| Certificate in engineering l | $\begin{gathered} 0.0161 \\ (0.0154) \end{gathered}$ |  |  | - |  |  | $\begin{gathered} -0.0344 \\ (0.0293) \end{gathered}$ |
| Certificate in engineering 11 | $\begin{gathered} 0.0094 \\ (0.0114) \end{gathered}$ | $\begin{array}{r} -0.03 \\ 10.03 \end{array}$ |  | - |  |  | $\begin{gathered} 0.0003 \\ (0.0444) \end{gathered}$ |
| Degree in business \& economics | $\begin{gathered} -0.0187 \\ (0.0097) \end{gathered}$ |  |  | $\begin{gathered} 0.0374 \\ (0.0233) \end{gathered}$ |  |  | $\begin{gathered} -0.0034 \\ (0.0378) \end{gathered}$ |
| Certificate in commerce | $\begin{gathered} 0.0003 \\ (0.0023) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.0 \\ 10.0 \\ \hline \end{array}$ |  | $\begin{gathered} -0.0283 \\ (0.0176) \end{gathered}$ |  |  | $\begin{gathered} -0.0000 \\ (0.0289) \\ \hline \end{gathered}$ |


|  | Sum of squares |  | d.f. |
| :--- | ---: | ---: | ---: |
| Total | 327.9332 |  | 2.428 |
| Explained | 272.8897 | 81 |  |
| Residual | 55.0735 |  | 2,347 |

## TABLE VIIIg:H68,3 ${ }^{\text {x }}$

| Age |  |  | Cost of living area |  |  | Education |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - 25 | -0.4550 | (0.0065) | 3 | -0.0465 | (0.0031) | Degree in engineering | 0.2077 | (0.0069) |
| 26-29 | -0.2130 | (0.0053) | 4 | -0.0014 | (0.0033) | Certificate in |  |  |
| 30-34 | -0.0071 | (0.0050) | 5 | 0.0479 | (0.0036) | engineering I | -0.0731 | (0.0043) |
| 35-44 | 0.1967 | (0.0042) |  |  |  | Certificate in |  |  |
| 45-59 | 0.2858 | (0.0045) |  |  |  | engineering II | -0.1495 | (0.0040) |
| $60-$ | 0.1986 | (0.0102) |  |  |  | Degree in business |  |  |
|  |  |  |  |  |  | \& economics | 0.1575 | (0.0068) |
|  |  |  |  |  |  | commerce | -0.1426 | (0.0044) |


| Mining | 0.0227 | (0.0295) |
| :---: | :---: | :---: |
| Metal and engineering industry |  |  |
| Iron and steel works, metal plants | 0.0141 | (0.0090) |
| Manufacture of hardware | 0.0008 | (0.0109) |
| Engineering works | -0.0153 | (0.0056) |
| Repair works | -0.0006 | (0.0149) |
| Shipyards | -0.0700 | (0.0154) |
| Manufacture of electrical equipment | -0.0549 | (0.0066) |
| Other metal industry | -0.0087 | (0.0158) |
| Quarrying: stone, clay and glass products | 0.0236 | (0.0109) |
| Wood industry | 0.0171 | (0.0149) |
| Manufacture of pulp, paper and paper products | 0.0431 | (0.0114) |
| Printing and allied industries | -0.0061 | (0.0222) |
| Food manufacturing industries | -0.0028 | (0.0142) |
| Beverage and tobacco industries | -0.0063 | (0.0360) |
| Textile industry | 0.0549 | (0.0145) |
| Leather, furs and rubber industries | -0.0253 | (0.0163) |
| Chemical industry | 0.0377 | (0.0094) |
| Building and construction | -0.0241 | (0.0071) |


|  | Sum of squares |  | d.f. |
| :--- | :--- | ---: | ---: |
| Total | 1469.0762 |  | 11,819 |
| Explained | 843.6416 |  | 28 |
| Residual | 625.4347 |  | 11,791 |

[^36]
## TABLE IX:H68, number of observations

Total number of observations: 50,121

| Age |  | Cost of living area |  |
| :--- | ---: | :--- | ---: |
| -19 | 28 | 3 | 29,299 |
| $20-21$ | 245 | 4 | 8,507 |
| $22-23$ | 1,431 | 5 | 12,315 |
| $24-25$ | 3,185 |  |  |
| $26-27$ | 3,911 |  |  |
| $28-29$ | 3,863 |  |  |
| $30-31$ | 3,805 |  |  |
| $32-34$ | 4,919 |  |  |
| $35-39$ | 7,237 |  |  |
| $40-44$ | 7,211 |  |  |
| $45-49$ | 6,422 |  |  |
| $50-59$ | 6,485 |  |  |
| $60-$ | 1,379 |  |  |


| Job family |  |  | Job level |  |
| :---: | :---: | :---: | :---: | :---: |
| 0. | Administration | 1,074 | 2 | 1,707 |
| 1. | Production supervision of control | 9,649 | 3 | 6,083 |
| 2. | Research and development | 6,972 | 4 | 13,459 |
| 3. | Design | 12,303 | 5 | 18,585 |
| 4. | Other technical work | 7,297 | 6 | 8,634 |
| 5. | Humanistic work | 172 | 7 | 1,596 |
| 6. | Education | 187 | 8 | 57 |
| 7. | General service and health | 102 |  |  |
| 8. | Commercial | 8,712 |  |  |
| 9. | Accounting and general office work | 3,653 |  |  |

Industry
Mining
Metal and engineering industry
Iron and steel works, metal plants
4,023
Manufacture of hardware
Engineering works
Repair works
Shipyards
Manufacture of electrical equipment Other metal industry
Quarrying: stone, clay ang glass product Wood industry
Manufacture of pulp, paper and paper products
Printing and allied industries
Food manufacturing industries
Beverage and tobacco industries
Textile industry
Leather, furs and rubber industry
Chemical industry
Building and construction

| Degree in engineering | 5,660 |
| :---: | :---: |
| Certificate in engineering I | 16,121 |
| Certificate in engineering II | 22,527 |
| Degree in business |  |
| \& economics | 1,010 |
| Certificate in commerce | 3,524 |
| Degree in social work public administration | 62 |
| Degree in science | 423 |
| Degree in law or in the social sciences | 252 |
| Other university degrees | 542 |

tion

5,660
16.121 Certificate in engineering II $\quad 22,527$ Degree in busines
ificate in public administration 62 in science
the social sciences
other university degrees 542

TABLE IX:H68, 1
Intercept 8.1362 (0.0006)

| Age |  |  | Cost of living area |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| -19 | -0.5184 | $(0.0257)$ | 3 | -0.0282 | $(0.0005)$ |
| $20-21$ | -0.3929 | $(0.0089)$ | 4 | 0.0033 | $(0.0014)$ |
| $22-23$ | -0.3030 | $(0.0038)$ | 5 | 0.0648 | $(0.0012)$ |
| $24-25$ | -0.2300 | $(0.0025)$ |  |  |  |
| $26-27$ | -0.1669 | $10.0022)$ |  |  |  |
| $28-29$ | -0.1081 | $(0.0022)$ |  |  |  |
| $30-31$ | -0.0597 | $(0.0021)$ |  |  |  |
| $32-34$ | -0.0117 | $(0.0019)$ |  |  |  |
| $35-39$ | 0.0441 | $(0.0015)$ |  |  |  |
| $40-44$ | 0.0910 | $(0.0015)$ |  |  |  |
| $45-49$ | 0.1134 | $10.0017)$ |  |  |  |
| $50-59$ | 0.1252 | $(0.0016)$ |  |  |  |
| $60-$ | 0.0847 | $(0.0036)$ |  |  |  |


| $l$ |  |  |  |
| :--- | :--- | ---: | :--- |
| Job family |  |  |  |
| 0. | Administration | 0.0651 | $(0.0044)$ |
| 1. | Production supervision of control | 0.0338 | $(0.0014)$ |
| 2. | Research and development | -0.0179 | $(0.0016)$ |
| 3. | Design | -0.0290 | $(0.0011)$ |
| 4. | Other technical work | -0.0327 | $(0.0015)$ |
| 5. | Humanistic work | -0.0743 | $(0.0104)$ |
| 6. | Education | -0.0489 | $(0.0099)$ |
| 7. General service and health | 0.1613 | $(0.0138)$ |  |
| 8. | Commercial | 0.0413 | $(0.0014)$ |
| 9. Accounting and general office work | -0.0081 | $(0.0027)$ |  |


| Industry |  |
| :--- | ---: |
| Mining | 0.0090 |
| Metal and engineering industry |  |
| Iron and steel works, metal plants | 0.0116 |
| Manufacture of hardware | 0.0140 |
| Engineering works | -0.0130 |
| Repair works | 0.0228 |
| Shipyards | -0.0126 |
| Manufacture of electrical equipment | -0.0082 |
| Other metal industry | -0.0005 |
| Quarrying: stone, clay and glass products | 0.0252 |
| Wood industry | 0.0128 |
| Manufacture of pulp, paper and paper products | 0.0184 |
| Printing and allied industries | 0.0280 |
| Food manufacturing industries | -0.0117 |
| Beverage and tobacco industries | 0.0355 |
| Textile industry | 0.0046 |
| Leather, furs and rubber industries | -0.0095 |
| Chemical industry | 0.0127 |
| Building and construction | 0.0117 |
|  |  |
|  |  |
|  |  |
| Total | $\underline{d . f .}$ |
| Explained | 50,120 |
| Residual | 54 |

## APPENDIX B

## NECESSARY AND SUFFICIENT CONDITIONS FOR UNIQUE SOLUTIONS IN CONSTRAINED LINEAR MODELS NOT OF FULL RANK

Suppose Z is an nxc matrix of rank $\mathrm{r}, \mathrm{r}<\mathrm{c}, \mathrm{H}$ is a txc matrix, $\tau$ is a column vector with c elements and $g$ a column vector with n elements.

## Proposition B:1

For every $g$ in the column space of Z there is a unique solution $\tau$ to the equation equation system

$$
\left\{\begin{array}{l}
\mathrm{Z} \tau=g  \tag{B:1a}\\
\mathrm{H} \tau=0
\end{array}\right.
$$

if and only if
i) $\operatorname{rank}\left\{-\frac{Z}{H}\right\}=c$;
ii) no linear combination of the rows of H is a linear combination of the rows of Z except the null vector.

Proof
We first prove the necessity of the proposition. The eçuation system ( $\mathrm{B}: 1 \mathrm{a}-\mathrm{b}$ ) is rewritten

$$
\begin{equation*}
\left\{-\frac{\mathrm{Z}}{\mathrm{H}}-\right\} \tau=\left\{-\frac{g}{0}\right\} ; \tag{B:2}
\end{equation*}
$$

Suppose there is a unique solution to this equation system for every $g$ in the column space of $Z$. It then follows that the columns of the matrix $\left\{-\frac{Z}{H}\right\}$ are linearly independent which implies the first condition of the proposition.

Premultiplication of ( $\mathrm{B}: 2$ ) by $\left\{\mathrm{Z}^{\prime}\left\{\mathrm{H}^{\prime}\right\}\right.$ gives

$$
\begin{equation*}
\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right) \tau=\mathrm{Z}^{\prime} g \tag{B:3}
\end{equation*}
$$

As the rank of $\left\{\frac{Z}{H}\right\}$ is $c$ the inverse of $\left(Z^{\prime} Z+H^{\prime} H\right)$ exists. The unique solution to ( $\mathrm{B}: 3$ ) and ( $\mathrm{B}: 2$ ) is

$$
\begin{equation*}
\tau=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g \tag{B:4}
\end{equation*}
$$

The general solution to ( $\mathrm{B}: 1 \mathrm{a}$ ) is

$$
\begin{equation*}
\tau=\mathrm{Z}^{-} g+\left(\mathrm{I}-\mathrm{Z}^{-} \mathrm{Z}\right) k \tag{B:5}
\end{equation*}
$$

where $k$ is an arbitrary cx 1 vector and $\mathrm{Z}^{-}$a $\mathrm{g}_{1}$-inverse to Z , (see note p .140 ). As ( $\mathrm{B}: 4$ ) is a solution to ( $\mathrm{B}: 2$ ) it is also one of the solutions (B:5) and tor every $g$ there is a $\mathrm{Z}^{-}$and a $k$ which satisfy

$$
\begin{equation*}
\mathrm{Z}^{-} g+\left(\mathrm{I}-\mathrm{Z}^{-} \mathrm{Z}\right) k=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g \tag{B:6}
\end{equation*}
$$

Premultiplication by Z gives

$$
\begin{equation*}
\mathrm{ZZ}^{-} g=\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g \tag{B:7}
\end{equation*}
$$

$\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime}$ is thus a $\mathrm{g}_{1}$-inverse to Z , i.e.

$$
\begin{equation*}
\mathrm{Z}^{-}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} \tag{B:8}
\end{equation*}
$$

By definition it is true that

$$
\begin{equation*}
\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)=\mathrm{I} \tag{B:9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} \mathrm{Z}+\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{I} ; \tag{B:9b}
\end{equation*}
$$

Premultiplication by Z gives

$$
\begin{equation*}
\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{Z} \tag{B:10a}
\end{equation*}
$$

If $(B: 8)$ is used ( $B 10 a$ ) can be rewritten as

$$
\begin{equation*}
\mathrm{Z}+\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{Z} \tag{10b}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=0 ; \tag{B:11}
\end{equation*}
$$

If ( $\mathrm{B}: 9 \mathrm{~b}$ ) is premultiplied by $\mathrm{H}^{\prime} \mathrm{H}$, ( $\mathrm{B}: 11$ ) by $\mathrm{Z}^{\prime}$ and the result is added side by side, the following expression is obtained

$$
\begin{equation*}
\mathrm{H}^{\prime} \mathrm{HZ}^{-} \mathrm{Z}+\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{H}^{\prime} \mathrm{H} \tag{B:12}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\mathrm{H}^{\prime} \mathrm{HZ}^{-} \mathrm{Z}=0 \tag{B:13}
\end{equation*}
$$

After premultiplication by $\mathrm{H}^{\prime} \mathrm{H}$ ( $\mathrm{B}: 9 \mathrm{~b}$ ) can now be reduced to the following expression if $(B: 8)$ and $(B: 13)$ is used

$$
\begin{equation*}
\mathrm{H}^{\prime} \mathrm{H}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{H}^{\prime} \mathrm{H} ; \tag{B:14}
\end{equation*}
$$

i.e. $\left(Z^{\prime} Z+H^{\prime} H\right)^{-1}$ is a $g_{1}$-inverse to $H^{\prime} H$. However, $\left(Z^{\prime} Z+H^{\prime} H\right)^{-1}$ is a symmetric matrix of full rank which satisfies the conditions of a $»$ Moore-Penrose inverse». ${ }^{\star}$ We write

$$
\begin{equation*}
\left(\mathrm{H}^{\prime} \mathrm{H}\right)^{\mathrm{g}}=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \tag{B:15}
\end{equation*}
$$

For a Moore-Penrose inverse it is true that

$$
\begin{equation*}
\left(\mathrm{H}^{\prime} \mathrm{H}\right)^{\mathrm{g}}=\mathrm{H}^{\mathrm{g}}\left(\mathrm{H}^{\mathrm{g}}\right)^{\prime} ; \tag{B:16}
\end{equation*}
$$

where $\mathrm{H}^{\mathrm{g}}$ is the Moore-Penrose inverse to H (see for instance Pringle \& Rayner [1971] p. 6). (B:11) can now be written

$$
\begin{equation*}
\mathrm{Z}\left(\mathrm{H}^{\prime} \mathrm{H}\right)^{\mathrm{g}} \mathrm{H}^{\prime} \mathrm{H}=0 ; \tag{B:17a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{ZH}^{\mathrm{g}}\left(\mathrm{H}^{\mathrm{g}}\right)^{\prime} \mathrm{H}^{\prime} \mathrm{H}=0 ; \tag{B:17b}
\end{equation*}
$$

[^37]but $\left(\mathrm{H}^{\mathrm{g}}\right)^{\prime} \mathrm{H}^{\prime} \mathrm{H}=\mathrm{H}$ and thus
\[

$$
\begin{equation*}
\mathrm{ZH}^{\mathrm{g}} \mathrm{H}=0 ; \tag{B:17c}
\end{equation*}
$$

\]

For any vectors $u$ and $v$ such that $u^{\prime} Z+v^{\prime} H=0$ it is true that $u^{\prime} Z=v^{\prime} H=0$, because from ( $\mathrm{B}: 17 \mathrm{c}$ ) and the definition of a Moore-Penrose inverse we obtain

$$
\begin{equation*}
v^{\prime} \mathrm{H}=u^{\prime} \mathrm{Z} H^{\mathrm{g}} \mathrm{H}+v^{\prime} \mathrm{HH}^{\mathrm{g}} \mathrm{H}=\left(u^{\prime} \mathrm{Z}+v^{\prime} \mathrm{H}\right) \mathrm{H}^{\mathrm{g}} \mathrm{H}=0 \tag{B:18}
\end{equation*}
$$

i.e. condition ii) is true.

It has now been proved that the two conditions i) and ii) are necessary. It remains to show that they are also sufficient.

Suppose H is chosen such that i) and ii) are true. From the first condition it follows that the columns of $\left.\left\{-\frac{\mathrm{Z}}{\mathrm{H}}\right\}\right\}$ are linearly independent. If a solution exists for every $g$ in the column space of Z it is thus a unique solution. From i) it also follows that there is an inverse to the matrix $\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)$. There is thus a unique solution ( $\mathrm{B}: 4$ ) to ( $\mathrm{B}: 3$ ). To prove that this solution is also a solution of (B:2) we observe that (B:10a) can be written as

$$
\begin{equation*}
\left\{\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime}-\mathrm{I}\right\} \mathrm{Z}+\left\{\mathrm{Z}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime}\right\} \mathrm{H}=0 \tag{B:19}
\end{equation*}
$$

Because of the second condition ii) it follows that ( $\mathrm{B}: 11$ ) is true. After insertion of ( $B: 11$ ) into ( $B: 10 a$ ) we find that $\left(Z^{\prime} Z+H^{\prime} H\right)^{-1} Z$, is a $g_{1}$-inverse to $Z$ which shows that $(B: 4)$ is one of the solutions ( $B: 5$ ).

After premultiplication by H and rearrangement of the terms ( $\mathrm{B}: 9 \mathrm{~b}$ ) can be written

$$
\begin{equation*}
\left\{\mathrm{H}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime}\right\} \mathrm{Z}+\left\{\mathrm{H}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{H}^{\prime}-\mathrm{I}\right\} \mathrm{H}=0 ; \tag{B:20}
\end{equation*}
$$

Because of condition ii) it follows that

$$
\begin{equation*}
H\left(Z^{\prime} Z+H^{\prime} H\right)^{-1} Z^{\prime} Z=0 \tag{B:21}
\end{equation*}
$$

To see that the solution (B:4) satisfies the constraints (B:1b) we only have to observe that

$$
\begin{equation*}
\mathrm{H} \tau=\mathrm{H}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g=\mathrm{H}\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} \mathrm{Z} \tau=0 \tag{B:22}
\end{equation*}
$$

This ends the proof of sufficiency and the whole proposition $\mathrm{B}: 1$ is proved.

Three corollaries follow.
Corollary $B: 1$. If the constraints ( $\mathrm{B}: 1 \mathrm{~b}$ ) are chosen such that the conditions i) and ii) are satisfied, the unique solution to ( $B: 2$ ) is

$$
\begin{equation*}
\tau=\left(\mathrm{Z}^{\prime} \mathrm{Z}+\mathrm{H}^{\prime} \mathrm{H}\right)^{-1} \mathrm{Z}^{\prime} g \tag{B:23}
\end{equation*}
$$

This corollary follows from the proof above.

Corollary B:2. Matrices Z and H which satisfy the conditions of proposition $\mathrm{B}: 1$ are complementary.

To prove this corollary we first remember that rank Z is r and that Z and H Eoth have c columns. Suppose in addition that rank H is s. The rows of Z then span an r-dimensional space and the rows of H an s-dimensional space. Because of condition ii) the rows of the augmented matrix $\left\{\begin{array}{l}\mathrm{Z} \\ -\mathrm{H}\end{array}\right\}$ span an $\mathrm{r}+\mathrm{s}$. dimensional space. From condition i) it then follows that $\mathrm{r}+\mathrm{s}=\mathrm{c}$ and that Z and H are complementary.

Corollary B:3. The condition i) and ii) in proposition $\mathrm{B}: 1$ are equivalent to the following conditions
i) $\operatorname{rank}\left\{\begin{array}{l}\mathrm{Z} \\ -\mathrm{H}\end{array}\right\}=\mathrm{c}$;
iii) $\operatorname{rank} \mathrm{Z}+\operatorname{rank} \mathrm{H}=\operatorname{rank}\left\{\begin{array}{c}\mathrm{Z} \\ -\mathrm{H}\end{array}\right\}$;

As we have already shown that Z and H are complementary, the necessity of corollary B:3 is proved. If there were vectors $u$ and $v$, such that $u^{\prime} Z+v^{\prime} H=0$, but $u^{\prime} Z \neq 0$ and $\nu^{\prime} H \neq 0$, then rank $\left\{\frac{Z}{H}\right\}$ is less than the sum of rank $Z$ and rank H , which is contrary to condition iii). iii) is thus a sufficient condition for the truth of ii). The sufficiency of the whole corollary is then proved.

## APPENDIX C <br> SOME PROPERTIES OF LEAST SQUARES REGRESSION WITH INCOMPLETE MODELS NOT OF FULL RANK

## Proposition C:1

Given the model (5:94) and the support models (5:95) and (5:96), if $\mathrm{H}_{11}=$ $=H_{21}=H_{1} ; H_{12}=H_{2}$ and $H_{23}=H_{3}$ then the least squares estimate of an element of $\tau_{1}$ is a weighted sum of the elements of the least squares estimate $\hat{\tau}_{11}$ and $\hat{\tau}_{21}$ and the least squares estimate of $\tau_{2}\left(\tau_{3}\right)$ equals the least squares estimate $\hat{\tau}_{12}\left(\hat{\tau}_{23}\right)$ plus a weighted sum of the elements of $\hat{\tau}_{11}$ and $\hat{\tau}_{21}$.

## Proof

The normal equations to the model $(5: 94)$ are

$$
\begin{align*}
& \left\{\begin{array}{l:l:l}
\mathrm{Z}_{11}^{\prime} \mathrm{Z}_{11}+\mathrm{Z}_{21}^{\prime} \mathrm{Z}_{21}+\mathrm{H}_{1}^{\prime} \mathrm{H}_{1} & \mathrm{Z}_{11}^{\prime} \mathrm{Z}_{12}+\mathrm{H}_{1}^{\prime} \mathrm{H}_{2} & \mathrm{Z}_{21}^{\prime} \mathrm{Z}_{23}+\mathrm{H}_{1}^{\prime} \mathrm{H}_{3} \\
\hdashline \mathrm{Z}_{12}^{\prime} \mathrm{Z}_{11}+\mathrm{H}_{2}^{\prime} \mathrm{H}_{1} & \mathrm{Z}_{12}^{\prime} \mathrm{Z}_{12}+\mathrm{H}_{2}^{\prime} \mathrm{H}_{2} & \mathrm{H}_{2}^{\prime} \mathrm{H}_{3} \\
\hdashline \mathrm{Z}_{23}^{\prime} \mathrm{Z}_{21}+\mathrm{H}_{3}^{\prime} \mathrm{H}_{1} & \mathrm{H}_{3}^{\prime} \mathrm{H}_{2} & \mathrm{~T}_{1} \\
-\mathrm{Z}_{23} \mathrm{Z}_{23}+\mathrm{H}_{3}^{\prime} \mathrm{H}_{3}
\end{array}\right\}\left\{\begin{array}{c}
\hat{\tau}_{2} \\
-\hat{\tau}_{3}
\end{array}\right\}= \\
& =\left\{\begin{array}{l}
Z_{11}^{\prime} \ell_{1}+Z_{21}^{\prime} \ell_{2} \\
\hdashline--------\quad Z_{23}^{\prime} \ell_{12}
\end{array}\right\} ; \tag{C:1}
\end{align*}
$$

and the normal equations to the two support models are respectively

$$
\left\{\begin{array}{l:l}
\mathrm{Z}_{11}^{\prime} \mathrm{Z}_{11}+\mathrm{H}_{11}^{\prime} \mathrm{H}_{11}: \mathrm{Z}_{11}^{\prime} \mathrm{Z}_{12}+\mathrm{H}_{11}^{\prime} \mathrm{H}_{12}  \tag{C:2}\\
\hdashline \mathrm{Z}_{12}^{\prime} \mathrm{Z}_{11}+\mathrm{H}_{12}^{\prime} \mathrm{H}_{11} & \mathrm{Z}_{12}^{\prime} \mathrm{Z}_{12}+\mathrm{H}_{12}^{\prime} \mathrm{H}_{12}
\end{array}\right\}\left\{\begin{array}{l}
\hat{\tau}_{11} \\
\hdashline \hat{\tau}_{12}
\end{array}\right\}=\left\{\begin{array}{l}
\mathrm{Z}_{11}^{\prime} \ell_{1} \\
\hdashline \mathrm{Z}_{12}^{\prime} \ell_{1}
\end{array}\right\} ;
$$

and

$$
\left\{\begin{array}{l}
\mathrm{Z}_{21}^{\prime} \mathrm{Z}_{21}+\mathrm{H}_{21}^{\prime} \mathrm{H}_{21}  \tag{C:3}\\
\hdashline \mathrm{Z}_{23}^{\prime} \mathrm{Z}_{21}^{\prime}+\mathrm{H}_{23}^{\prime} \mathrm{Z}_{21}+\mathrm{H}_{21}^{\prime} \mathrm{H}_{23} \\
\mathrm{Z}_{23}^{\prime} \mathrm{Z}_{23}+\mathrm{H}_{23}^{\prime} \mathrm{H}_{23}
\end{array}\right\}\left\{\begin{array}{c}
\hat{\tau}_{21} \\
\hdashline \hat{\tau}_{23}
\end{array}\right\}=\left\{\begin{array}{c}
\mathrm{Z}_{21}^{\prime} \mathrm{l}_{2} \\
\hdashline \mathrm{Z}_{23}^{\prime} \mathrm{l}_{2}
\end{array}\right\}:
$$

$$
\underset{\sim}{\sim} \underset{\sim}{\sim}
$$

( $\mathrm{C}: 2$ ) and ( $\mathrm{C}: 3$ ) are now substituted block by block into the vector to the right of the equality sign in ( $\mathrm{C}: 1$ ) and the resulting normal equations are solved by using Cramer's rule.

The following notations are introduced:
$\hat{\tau}_{\mathrm{iJ}}=$ the J -th element of the vector $\hat{\tau}_{\mathrm{i}}, \mathrm{i}=1,2$ and 3 .
$\hat{\tau}_{11 \mathrm{k}}=$ the k -th element of the vector $\hat{\tau}_{11}$.
Analogous notations are used for $\hat{\tau}_{12}, \hat{\tau}_{21}$ and $\hat{\tau}_{23}$.
$(\mathrm{A})_{+\mathrm{k}}=$ the $\mathrm{k}-\mathrm{th}$ column of the matrix A
$(\mathrm{A})_{\mathrm{k}}=$ a matrix of all columns of A except the k -th

The expression for $\hat{\tau}$ is obtained from Cramer's rule as given in (C:4).
Following elementary rules of matrix algebra the determinants in the numerator can be written as a sum of four determinants, each with the last three blocks of the numerator determinant in ( $\mathrm{C}: 4$ ) in common. To simplify the notations the matrices formed by these three blocks are denoted by S . The new expression obtained for $\hat{\imath}_{1}$ is (C:5). Before the same elementary operation is repeated on the determinant in the numerator of the second term of ( $\mathrm{C}: 5$ ), we note that $\mathrm{H}_{23}^{\prime} \mathrm{H}_{12}^{\prime} \widehat{\tau}_{12}=0$ because of the constraint imposed on the least squares estimates. The result is spelt out in expression (C:6). If it is true that $H_{11}=H_{1} ; H_{12}=H_{2}$; and $\mathrm{H}_{23}=\mathrm{H}_{3}$; then it is easy to see, recalling the definition of S , that each of the determinants in ( $\mathrm{C}: 6$ ) vanishes because two columns in each determinant are identically the same. The second term in the sum (C:5) thus vanishes and in the same way it can be proved that the fourth term vanishes. The expression for $\hat{\tau}_{\mathrm{iJ}}$ can now be simplified to (C:7). To obtain $\hat{\tau}_{1 \mathrm{j}}$ in this form the same operation as above has been used on the determinants and also the homogeneous constraint on $\hat{\tau}_{21}$ which implies that

$$
\begin{equation*}
\mathrm{H}_{21}^{\prime} \mathrm{H}_{21} \hat{\tau}_{21}=0 \tag{C:8}
\end{equation*}
$$

Alternatively the constraint on $\tau_{11}$ could have been used.
The two terms with $k=J$ are separated from the remainder and (C:7) is rewritten as

$$
\begin{equation*}
\hat{\tau}_{1 \mathrm{~J}}=\omega_{11 \mathrm{~J}} \hat{\mathrm{~T}}_{11 \mathrm{~J}}+\omega_{21 \mathrm{~J}} \hat{\tau}_{21 \mathrm{~J}}+\sum_{\substack{\mathrm{k} \\ \mathrm{k} \neq \mathrm{J}}}\left(\omega_{11 \mathrm{k}} \hat{\tau}_{11 \mathrm{k}}+\omega_{21 \mathrm{k}} \hat{\tau}_{21 \mathrm{k}}\right), \tag{C:9}
\end{equation*}
$$

where $\omega_{11 \mathrm{k}}$ and $\omega_{21 \mathrm{k}}$ are weights equal to the ratios of determinants in (C:7).

If again
$\mathrm{H}_{11}=\mathrm{H}_{21}=\mathrm{H}_{1} ; \mathrm{H}_{12}=\mathrm{H}_{2}$ and $\mathrm{H}_{23}=\mathrm{H}_{3}$;
we find that

$$
\begin{align*}
& \omega_{11 \mathrm{~J}}+\omega_{21 \mathrm{~J}}=1 ; \quad \mathrm{J}=1, \ldots, \mathrm{k}_{1}  \tag{C:11}\\
& \omega_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}=0 ; \quad \mathrm{k} \neq \mathrm{J} \tag{C:12}
\end{align*}
$$

Following the same procedure as above it can be shown that if ( $\mathrm{C}: 10$ ) is true then

$$
\begin{array}{ll}
\hat{\tau}_{2 \mathrm{~J}}=\hat{\tau}_{12 \mathrm{~J}}+\sum_{\mathrm{k}=1}^{\mathrm{k}_{1}}\left(\omega_{11 \mathrm{k}}^{*} \tau_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}^{*} \hat{\tau}_{21 \mathrm{k}}\right) ; & \mathrm{J}=1, \ldots, \mathrm{k}_{2} \\
\hat{\tau}_{3 \mathrm{~J}}=\hat{\tau}_{23 \mathrm{~J}}+\sum_{\mathrm{k}=1}^{\mathrm{k}_{1}}\left(\omega_{11 \mathrm{k}}^{* *} \hat{\tau}_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}^{* *} \hat{\tau}_{21 \mathrm{k}}\right) ; \quad \mathrm{J}=1, \ldots, \mathrm{k}_{3} \tag{C:14}
\end{array}
$$

$\omega_{\mathrm{ijk}}^{*}$ and $\omega_{\mathrm{ijk}}^{* *}$ are weights built up from determinants of the same principal structure as those in expression (C:5). By pairs these weights add up to zero.

$$
\begin{array}{ll}
\omega_{11 \mathrm{k}}+\omega_{21 \mathrm{k}}^{*}=0 ; & \mathrm{k}=1, \ldots, \mathrm{k}_{1} \\
\omega_{11 \mathrm{k}}^{* *}+\omega_{21 \mathrm{k}}^{* *}=0 ; & \mathrm{k}=1, \ldots, \mathrm{k}_{1} \tag{C:16}
\end{array}
$$

End of proof
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In the complicated and technical process of present day collective bargaining comparisons of wages and salaries are done by more and more refined methods. Similar comparisons are central both in professional and political debate about income distributions and inequality in standard of living. Studies in the structure of earnings are also important for the analysis of consumption and savings behavior and for educational planning.

In this study two different (but related) approaches are suggested for the analysis of earnings data. The first approach is a combined time series and cross sectional analysis of age-earnings profiles by educational qualification, the second is a more detailed investigation of the earnings structure in a cross section. As an illustration they are applied to salary data from Swedish industry.

A profile for a cohort of employees is obtained as the sum of an initial salary and successive salary increments. These increments are explained by a general salary increase, an increase due to experience and an increase due to age. The applicability of the profile model is illustrated by a comparative analysis of profiles for employees with various educational qualifications, including calculations of life-time salaries.

In the cross sectional analysis salary differences are estimated due to job, branch of industry and cost of living area in addition to age and education. Furthermore, the stability of the salary structure is investigated in a comparison between four cross sections from the period 1957-1968.

In the book there are also included chapters on institutional background, labour composition and mobility and the statistical data used.

[^38]Almqvist \& Wiksell, Stockholm, Sweden


[^0]:    $\star$ For a criticism see for instance Merrett [1966].

[^1]:    * I am indebted to E. Hofsten for comments and references on the application of cohort and cross section analysis in demography.
    $\star \star$ I am indebted to $T$. Dalenius who suggested that such a model could be used for analytic evaluation of data. For instance, cross section data different from the data used for estimation could be confronted with the predictions from the model to discover errors in the statistics.

[^2]:    $\star$ Employed or temporarily unemployed in at least half time work during the week October 1-8, 1960.
    Salary earners receive monthly salaries while wage earners are paid per hour or per week.
    $\star \star$ Civil-, läroverks- and institutsingenjörer and civil- and gymnasieekonomer.

[^3]:    Source: Census of the Population in 1960 and SAF salary statistics 1960.

[^4]:    * Exceptions are May 1961 and September 1966.

[^5]:    * In 1969 a more detailed classification was introduced.

[^6]:    * SIR $=$ Svenska Elektroingenjörers Riksförening SMR = Svenska Mekanisters Riksförening.

[^7]:    * This investigation was carried out by Fil.kand. Kurt-Allan Wallgren.

    The membership numbers and the plant numbers in SAF do not exactly coincide with the company code used by CF. Although attention was paid to this problem, it is possible that for instance a plant belonging to an enterprise with a certain number in SAF may not be found under the code which roughly corresponds to this enterprise in CF, because the plant there was classified differently, or vice versa. Furthermore, the salary figures do not always coincide exactly, for instance because payment in kind has been valued differently. A certain difference was accepted for identification but nevertheless this error possibility very likely gives too few identical engineers. Although less likely, it is possible that errors in the birth date will also work in the same direction.

[^8]:    $\star \quad »$ Level» used in this context should be distinguished from job level.

[^9]:    * An alternative approach was also considered. Not only changes in composition but also the composition itself can be characterized by summary measures. One might try to find measures which, when applied to a point $X_{11}$, could be linked with the Q and S measures to characterize a new point $X_{22}$. This could for instance be done by one measure of level and one of mix. The total number of employees is a natural measure of level. The mix could be related to some reference point, for instance the point with all elements equal to the reciprocal of the number of dimensions, or to some other point which is convenient in a particular application. The measure might for instance be defined as the vector distance from the reference point to the observed point $H$. The principle of linking this measure with the $S$ measure is similar to that for $S$. This whole approach was, however, rejected because it was decided that too much information would be lost in the new descriptive statistics.

[^10]:    $\star$ See note to table 3:2.

[^11]:    Source: SAF salary statistics 1968.

[^12]:    ${ }^{\star}$ Degree in social work is omitted. Note: see note 1 table 3:5.

[^13]:    * Includes only schools supported by the Government. In 1961 private schools passed 540 students and in 1965 a maximum of 1128.
    * Figures only available to 1967.

    Source: Statistical year book for Sweden and unpublished data from the Central Bureau of Statistics.

[^14]:    * Leaving rates are calculated with Pairs 1964 + Leavers 1963 as the base instead of Pairs 1963 + Leavers 1963.

[^15]:    * Note that »Beginners» also include wage earners promoted to work supervisors within the same company.

[^16]:    The exponential function is in the following always denoted exp, while e means a residual.

[^17]:    * 'Average' will in the following stand for geometrical average when nothing else is said or when another interpretation is not obvious from the context.

[^18]:    $\star$ This may not be true if only specific training and no general training is given (see Becker [1962]).

[^19]:    * The author is indebted to Harry Lütjohann who suggested the introduction of a $\mathrm{D}_{0}^{\prime \prime}$ variable.

[^20]:    ${ }^{\star}$ Labour market cohort = employees who enter the labour market in the same year.

[^21]:    To refer to the formal representation in section 4.2 it may be observed that the following two identities hold. With a small change in notation to meet the physical age dimension it is true that

    $$
    \epsilon_{\mathrm{fbi}}=\epsilon_{\mathrm{fb}}+\mathrm{e}_{\mathrm{fb} i} ; \text { and } \vartheta_{\mathrm{tfbi}}=\vartheta_{\mathrm{tfb}}+\mathrm{u}_{\mathrm{tfb}}
    $$

[^22]:    * The model is estimated by a procedure in three steps. In the first step the variance of the random residual $(4: 44)$ is treated as a constant and $\gamma_{i}$ and $\beta$ are estimated by the method of ordinary least squares. These estimates are in the second step used to specify a new moment matrix (section 4.3.4). Finally this new matrix is used for a reestimation of the parameters of the model, (section 4.3.6).

[^23]:    * y is independently $\mathrm{N}(\mu, \sigma)$
    y is independently $\mathrm{N}(\mu, \sigma)$
    $\mathrm{x}=\mathrm{e}^{\mathrm{y}}$ is then lognormal with parameters $\mu$ and $\sigma$, and $\mathrm{E}(\mathrm{x})=\exp \left[\mu+\frac{\sigma^{2}}{2}\right]$;
    $E\left(\prod_{i=1}^{n} x_{i}^{\frac{1}{n}}\right)=E\left(e^{\frac{\sum y_{i}}{n}}\right)=E\left(e^{\bar{y}}\right) ;$
    $\overline{\mathrm{y}}$ is $\mathrm{N}\left(\mu, \frac{\sigma}{\mathrm{n}}\right)$;
    $\because E\left(e^{\bar{y}^{\prime}}\right)=\exp \left[\mu+\frac{\sigma^{2}}{2} \bar{n}\right]$;

[^24]:    * Siegfried [1971] following Becker [1964] used an exponential function (1.0125) ${ }^{\mathbf{t}-\mathrm{b}}$ to adjust cross sections profiles of Ph.D. economists to cohort profiles.

[^25]:    * See the Swedish terminology »duglighet» and »prestation» in SAF-SIF [1968].

[^26]:    * Searle [1971]p. 205 suggests the following terminology:
    »..... Sometimes, however, more explicit definitions inherent in the model result in relationships (or restrictions) existing among the parameters of the model. These are considered part and parcel of the model. For example, the situation may be such that the parameters of the model satisfy the relation $\alpha_{1}+\alpha_{2}+\alpha_{3}=0$; that is, we take this not as a hypothesis to be tested but as a fact, without question. Relationships of this nature, existing as an integral part of a model, will be called restrictions on the model. Their origin and concept is not the same as that of relationships that sometimes get imposed on the solutions of normal equations in order to simplify obtaining those solutions; those relationships will be called constraints on the solutions.»

    In the present study it is preferred to use the terms 'constraints' and 'restrictions' in the more technical meaning indicated above in the text.

[^27]:    * In the terminology used by Pringle \& Rayner [1971] $\mathrm{Z}^{-}$is a $\mathrm{g}_{1}$-inverse to Z , i.e. a non-unique matrix which satisfies $\mathrm{ZZ} \mathrm{Z}^{-}=\mathrm{Z}$.
    $\star \star$ The constraints do not necessarily have to be homogeneous, but this is customary in analyses of variance and the four specific constraints considered later have this property. No need has thus been felt for a generalization.

[^28]:    $\star$ According to the definition by Chipman [1964] two matrices A and B are complementary if a) $A$ and $B$ both have $k$ columns and rank $A+r a n k B=k$, and b) the row spaces of $A$ and $B$ have only the origin in common.

[^29]:    $\star$ The correct percentages are 20.4, 39.7 and 12.0 , respectively.

[^30]:    * Even if the constraints are not based on the number of observations, it may be useful to count the number of observations in each factor combination in order to discover if any combination lacks observations.

[^31]:    $\star$ I am indebted to S. Lundquist who pointed out this possibility to me.

[^32]:    * An interesting approach is suggested in Andrews, Morgan and Sonquist [1969], where the normal equations are solved by a simple iterative procedure. The data program (MCA) developed also contains some new measures of the »importance» of a factor which could be used as alternatives to the »factor ranges» used in this study (section 5.2). According to thi authors: »MCA's major advantage is in taking the data the way they usually come, and prin ing out the results one is most likely to want to present and in a convenient way.» (p.128)

[^33]:    * In Klevmarken [1968a] the following notation is used instead: B, M, S, H for Beginners (börjat), Pairs (makar), Leavers (slutat) and the Whole set (hela).

[^34]:    $\star$ Job 9454 is omitted from the figure.

[^35]:    $\star$ See section 5.1.2.2 for the definition of average salary when constraints No. 4 are used.

[^36]:    ${ }^{x)}$ For number of observations see table VIIla:H68

[^37]:    $\star A^{g}$ is a »Moore-Penrose inverse» to $A$ if the following four conditions are satisfied:
    a) $A A^{g} A=A$; b) $A^{g} A A^{g}=A^{g}$; c) $\left(A A^{g}\right)^{\prime}=A A^{g}$; d) $\left(A^{g} A\right)^{\prime}=A^{g} A$.

[^38]:    Cover design by Dick Hallström

