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#### Abstract

It is well known that men and women differ in their views regarding the severity of climate change, but do they also differ in their support for climate policy and in undertaking climate action in their everyday lives? Previous survey evidence on these questions is inconclusive, but we can answer them using unique survey data from the Swedish Environmental Protection Agency (SEPA). Regression analysis confirms that Swedish women believe more strongly than men that climate change will affect Sweden. Further, women engage in more climate-mitigating behavior than men, even conditional on climate beliefs. The association between gender and climate policy support is less robust, and disappears altogether when climate beliefs are controlled for, demonstrating that climate beliefs is the main mechanism explaining the relationship between gender and policy support.
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## 1. Introduction

There is considerable support for the argument that gender (i.e., the socially constructed roles, behaviors, activities, and attributes that a society considers appropriate for men and women) affects pro-environmental behaviors via mediating factors such as pro-environmental values and attitudes (Shiva and Mies, 2014; Bell and Braun, 2010; Ergas et al., 2021). At first glance, this also appears to be the case for attitudes and behavior with respect to climate change, increasingly seen as a (literally) man-made problem with negative effects that disproportionately harm women (Vilagrasa 2002). Survey research shows a small but consistent gender gap in climate change opinions; in a literature survey examining patterns of survey research from around the world, McCright et al. (2016a) rank gender as the third most consistent predictor of climate change beliefs and concerns after pro-environmentalism and left-wing political orientation. However, while climate perceptions likely influence adaptation processes and potential mitigation measures (Maddison 2006), the extant climate change survey literature only occasionally includes gender as a variable to examine individual-level "support for climate policy and pro-climate behavioral intentions, and [gender's] performance in such models is not consistent" (McCright et al. 2016a, p. 182). Thus, extant survey evidence casts doubt on a gender effect on climate policy support and mitigation behavior, but this result needs further exploration, as gender is here usually included only as a sociodemographic control. This dearth of knowledge on the relationship between gender and climate policy support and behavior is troublesome; after all, political action is likely crucial to meet ambitious climate targets (Ergas et al. 2021; IPCC 2021), and everyday mitigation behavior may also play an important part in reaching such goals (Vandenbergh and Steinemann 2007; Barkenbus 2010; European Commission 2011).

The purpose of this study is to shed further light on the link between climate beliefs, policy support, and mitigation behavior. To our knowledge, the relationship between gender and these three climate outcomes has scarcely been studied at the same time before in the survey literature. This is problematic, because gender differences in climate beliefs may, in and of themselves, explain (a part of the) differences in both policy support and mitigation behavior. Thus, we use survey data to examine three hypotheses, specifically whether systematic gender differences exist in climate beliefs (H1), in support for climate mitigation policies (H2), and in everyday climate mitigation behavior (H3). Moreover, when examining the second and third hypothesis, we take care to
examine whether climate beliefs affect these relationships, and whether there is a gender difference in climate policy support and mitigation behavior independent of gender difference in climate beliefs.

To test the hypotheses, we employ survey data from the Swedish Environmental Agency (SEPA), gathered from an online questionnaire in May 2018. The population was chosen to represent the Swedish national average with respect to sex, age, and residential location. Results from OLS and negative binomial regressions corroborate H 1 , showing that Swedish women hold stronger climate beliefs than men. By contrast, support for H 2 is weaker, as the association between gender and support for political interventions to reduce climate change (taxes, subsidies, and information campaigns) disappears when climate beliefs are controlled for. However, even when climate beliefs are controlled for, women engage in more everyday climate mitigation behavior, essentially corroborating H3. The results shed new light on the link between gender, policy support, and mitigation behavior, suggesting that while gender differences in policy support accrue entirely to belief differences, women will engage in more mitigation behavior even compared to men holding similar climate beliefs.

## 2. Background

### 2.1 Literature review

Researchers increasingly explore how men and women relate to and understand the environment differently (e.g., Stern et al. 1993; McCright 2010; McKinney and Fulkerson 2015). Studies consistently find that women express stronger concern about environmental issues (e.g., Bord and O’Connor 1997; Davidson and Freudenberg 1996; Stern et al. 1999; Dietz et al. 2002; Xiao and McCright 2015) and engage in more pro-environmental behaviors such as recycling and green consumtion than men (e.g., Hunter et al. 2004; Pisano and Lubell 2017; Xiao and McCright 2014; Li et al. 2019). Women also make up a large majority of leadership and membership in most environmental justice organizations (e.g., Bell 2013; Bell and Braun 2010), and tend, in positions of power, to promote more environmental stewardship (Norgaard and York 2005; McKinney \& Fulkerson 2015; Austin \& McKinney 2016; Ergas et al. 2021). The ecofeminist tradition argues that these differences result from historic structure, cultural traditions, and social forces positioning women as, e.g., caregivers, subsistence providers, and being generally more altruistic than men
(Shiva and Mies, 2014; Steg 2016; Terry 2009; Warren 1990; Bell and Braun 2010). Women also appear more risk-averse than men (Bord and O’Connor, 1997; Byrnes et al., 1999), while men have more confidence regarding their ability and performance, although such gender differences are most pronounced for tasks judged as masculine (Lundeberg et al. 1994; Barber and O’Dean 2001). This seems to be the case also for pro-environmental behaviors, as they can align with traditional feminine or masculine roles (Swim et al. 2019).

Climate change is perhaps the most urgent environmental issue in the $21^{\text {st }}$ century. Climate change perceptions are essential to document because such perceptions influence adaptation processes and potential measures to adapt to or reduce climate change effects (Maddison 2006; Semenza et al. 2008; Debono et al. 2010; Hansen et al. 2012). Yet while survey-based studies document a consistent gender gap in climate change opinions, survey evidence is inconsistent on gender's relationship with policy support and mitigation behavior - two crucial vehicles to overcome climate challenges. This is evident from McCright et al.'s (2016a) examination of survey research from around the world encompassing examine 87 studies, 62 of which use data from the United States. In 26 of the 34 covered studies with a gender focus, women report greater concern about climate change than do men ( 18 out of 21 US studies find the same gender gap). By contrast, eight out of 16 studies (five out of 12 US studies) examining the relationship between gender and climate policy support report insignificant results (see e.g., Krosnick et al. 2006; O’Connor et al. 2002). Whereas some studies find women to be more supportive of climate policies (see, e.g., Zahran et al. 2006), others report the opposite relationship (see, e.g., Leiserowitz 2007; O'Connor et al. 1999). Likewise, among the seven survey studies examining the relationship between gender and pro-climate behavioral intentions or behavior, five report insignificant results (three out of four US studies) (McCright et al. 2016a).

Part of the explanation for these inconclusive results may be, as McCright et al. (2016a) point out, that gender is included less often in models explaining support for climate policy and pro-climate behavioral intentions. Without exception, moreover, survey studies include gender as a single-item socio-demographic control, without much interpretation or theorizing, and McCright et al. (2016a) argue for the need to fully integrate recent theorizing from gender scholarship while employing more direct measures of gender or gender identity. Another part of the problem is likely that few studies focus on all three relationships simultaneously. Indeed, the only study (McCright et al. 2016b) to examine gender's effect on climate beliefs, support for climate policy, and behavioral
intentions at the same time does not focus on these relationships. Covering European Union data, the study finds that women have greater climate concerns and are more ready to alter their behavior than men, but no effect from gender on support for climate change policy. Two additional studies (O'Connor et al. 1999; 2002) examine gender's effect on support for climate policy and behavioral intentions simultaneously, and while neither finds that women are more supportive of climate policy, O'Connor et al. (1999) find a positive gender effect on behavioral intentions: Women are more likely to report a willingness to take voluntary action to mitigate climate change, but "(o)nce there are controls for views toward the government and climate change, and general environmental beliefs, men and older respondents are actually somewhat more likely to vote for government policies to address climate change than are women and the young" (O'Connor et al. 1999, p. 468). These findings, we believe, underscore why survey researchers should study gender's effects on beliefs, policy support, and everyday behavior simultaneously, to disentangle the direct and indirect effect (working through beliefs) from gender on climate policy support and mitigation behavior. The issue is whether women and men with the same climate beliefs still differ in terms of climate policy support and everyday climate mitigation behavior, or whether belief differences explain the entire gender difference in policy support and mitigation behavior. In fact, among the 8 studies that find an insignificant link between gender and policy support, all but one (Aldy et al. 2012) control, in one way or another, for climate beliefs, but O'Connor et al. (1999) is the only study to include beliefs in a separate regression, making it possible to disentangle the direct and indirect gender effect. Among the five studies finding an insignificant link between gender and behavioral intentions, all but one (Semenza et al. 2008), control for political beliefs in all regressions, making it hard to disentangle the direct and indirect gender effect here as well.

In summary, the inconclusive previous empirical evidence in the survey literature suggests that the link between gender, climate concerns, climate policy support, and climate mitigating behavior needs further examination. Notably, the links between these climate constructs in relation to gender needs to be examined, to disentangle between a direct effect from gender on policy support and mitigation behavior and an indirect effect working through climate beliefs. Also, while US numbers concerning the relationship between gender and the three outcomes are roughly on par with findings from other countries, the United States is seen as an outlier in climate perceptions (e.g., Harrison 2010; McCright et al. 2016a). More studies examining these issues in other countries is therefore needed; for example, only one Swedish study covered in McCright et al.'s
(2016a) overview considers gender, finding women to report greater climate change concerns than men (Sundblad et al., 2007).

### 2.2 Hypothesis development

We formulate three hypotheses to simultaneously examine the relationships between gender, climate beliefs, climate policy support, and everyday climate behavior, and examine the links between these climate constructs. First, following prior survey study data showing the existence of a consistent gender gap in climate beliefs (McCright et al. 2016a), it is reasonable to assume that this relationship holds here as well:

Hypothesis 1: Systematic gender differences exist in climate beliefs, with women believing more strongly than men that climate change is concern.

Not being able to confirm this hypothesis would be surprising. The second relationship of interest, between gender and climate policy support, is less obvious. Granted, cross-country evidence suggests that gender equality and female empowerment at the national level may be crucial to yield better environmental and climate policies (Norgaard and York 2005; Buckingham 2010; Austin \& McKinney 2016; McKinney \& Fulkerson 2015; Ergas and York 2012; Ergas et al. 2021). Yet, only half of the survey studies examining the relationship between gender and climate policy support find a significant relationship (McCright et al. 2016a). Still, it appears reasonable to believe that the traditional role of women as e.g., caregivers, subsistence providers, and generally more altruistic (Shiva and Mies, 2014; Steg 2016; Terry 2009; Warren 1990; Bell and Braun 2010) also make them more inclined to support climate-policy than men:

Hypothesis 2: Systematic gender differences exist in support for climate mitigation policies, with women being more in favor of such policies than men.

The third relationship of interest is between gender and everyday climate mitigation behavior. As mentioned, the relationship between gender and behavioral intentions has been studied in a survey context before, but five out of seven studies fail to find a significant link. Nevertheless, studies show that women tend to make better ecological and health decisions in their local environment (e.g., Agarwal 1994; Schuler and Hashemi 1994; Hunter et al. 2004; Pisano and Lubell 2017; Xiao and McCright 2014; Li et al. 2019). Moreover, masculinity appears to exacerbate gender
disparities in health behaviors, e.g., related to meat consumption (Nakagawa \& Hart 2019). Thus, we hypothesize that:

Hypothesis 3: Systematic gender differences exist everyday climate mitigation behavior, with women engaging in more such behavior than men.

As mentioned, we will also focus on how the different climate constructs affect one another, and whether this mediates the gender effect of gender. Specifically, for H 2 and H 3 , we examine whether any gender effect persists even when climate beliefs are controlled for, meaning there is a direct gender effect independent of climate beliefs. The issue is whether women and men with the same climate beliefs still differ in terms of climate policy support and everyday climate behavior, or whether belief differences explain (parts of) their differences in support and behavior.

## 3. Data

### 3.1 Survey design

SEPA undertook the survey as an online questionnaire for two weeks in May 2018. The survey population was initially contacted by phone and selected as a representative sample of the Swedish adult population (18 years or older) concerning the reference variables sex, age, and residential location (city, suburban/small town, or rural). The response rate was 52 percent, corresponding to 996 respondents. There is no statistically significant difference in background characteristics between respondents and those who chose not to participate. While respondents were aware the survey would concern societal issues, they did not know beforehand that it would discuss climate change attitudes, limiting concerns about self-selection bias.

Respondents answered climate change questions by indicating their most preferred alternative on a Likert scale. The answers will be used to construct our dependent variables, whereas questions about respondent characteristics constitute our independent variables, together with the reference variables. We refer to SEPA (2018) for a full survey description. Below, we discuss each set of variables.

### 3.2 Dependent variables

Climate change questions are categorized according to A) Beliefs about climate change in general; B) The type of political interventions that could potentially be employed to mitigate climate change; and C) Which type of voluntary actions the respondent has already undertaken to mitigate climate change. Respondents indicate their level of agreement with each statement, where answers have a natural ordering. Table 1 shows all the questions associated with each category, the way we label them, and the available response categories. Categories A and C have five response categories (associating two options with disagreement), while category B has four (associating one option with disagreement).

## Question Label

A1. "Do you think that the climate change is something which, now or
A1. Climate change affects Sweden in the future, will affect us who live in Sweden?"

A2. "Do you think that we in Sweden can do something to reduce climate change?"

A3. "Do you think that you can personally do something to reduce
A2. Sweden can reduce climate change

A3. The individual can reduce climate change climate change?"

| Questionnaire coding | Empirical re-coding first stage | Empirical re-coding second stage <br> Upper tail | Lower tail |
| :--- | :--- | :--- | :--- |

Category B: The type of political interventions that could potentially be employed to mitigate climate change
Question Label

B1. "What do you think about the state adding new taxes and fees to goods and services such as petrol, oil, and flights that have major climate impact?"

B2. "What do you think about the state using tax funds to provide grants or lower taxes when purchasing goods and services which reduce climate-effecting emissions?"

B3. "What do you think about sending more information to households about climate change, in order to make them choose goods and services which reduce climate- effecting emissions?"

| Questionnaire coding | Empirical re-coding first stage | Empirical re-coding second stage |  |
| :---: | :---: | :---: | :---: |
|  |  | Upper tail | Lower |
| 1. Not good | 0. Non-agreement |  | N/A |
| 2. Don't know | 0. Non-agreement |  | N/A |
| 3. Fairly good | 1. Agreement | 0. Weak ag |  |
| 4. Good | 1. Agreement | 1. Strong ag |  |
| Category C: Which type of voluntary actions the respondent has already undertaken to mitigate climate change |  |  |  |
| Question |  | Label |  |
| "Have you done something in your everyday life to reduce your climate impact in the last two years, for example..." |  |  |  |
| C1. "... sorting your waste more?" |  | C1. Recycling |  |
| C2. "... reducing your energy use in the home?" |  | C2. Energy saving |  |


| C3. "... reusing things?" | C3. Reusing |  |
| :--- | :--- | :--- |
| C4. "... changing your choice of holiday destination?" | C4. Holiday destination |  |
| C5. "... eating less meat?"" | C5. Meat reduction |  |
| C6. "... changing your choice of daily transport?"" | C6. Transport |  |
| Questionnaire coding | Empirical re-coding first stage | Empirical re-coding second stage |
|  |  | Upper tail |

Note: Climate-related survey questions by category translated from Swedish, how Likert scale responses are coded into ordered responses, as well as how responses are coded into binary variables used when estimating the first and second stage of the question-specific analysis described in Section 4.2.

Table 2 displays summary statistics by gender for the climate questions, together with each gender's level of agreement in percentage points. Agreement is particularly high among the general questions in Category A and always higher for women. Other surveys corroborate this gender difference in Swedish climate change perception, e.g., the European Investment Bank (2018). The level of agreement is more muted for the policy questions in Category B (notably B1, concerning taxing harmful goods), whereas the mitigation behavior questions in category C occupy an intermediate position. Moreover, the mean level of agreement is higher for women for all questions, and the difference is also statistically significant.

Table 2: Summary statistics of the dependent variables, by gender

| Category | Male ( $n=531$ ) |  |  | Female ( $n=463$ ) |  |  | Difference ( $n=994$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A. General questions | Agreement (\%) | Mean | Std. Dev. | Agreement (\%) | Mean | Std. Dev. | Female mean - Male mean |
| A1. Climate change affects Sweden | 92 | 4.53 | 0.88 | 98 | 4.8 | 0.51 | 0.27*** |
| A2. Sweden can reduce climate change | 74 | 3.88 | 1.30 | 89 | 4.32 | 0.96 | 0.44*** |
| A3. The individual can reduce climate change | 72 | 3.8 | 1.31 | 87 | 4.29 | 0.99 | 0.49*** |
| Composite index A | N/A | 12.20 | 3.02 | N/A | 13.41 | 2.12 | 1.21*** |
| B. Climate policy questions |  |  |  |  |  |  |  |
| B1. Tax bad goods | 45 | 2.17 | 1.27 | 50 | 2.34 | 1.25 | 0.17** |
| B2. Subsidize good goods | 73 | 2.87 | 1.14 | 79 | 3.11 | 1.04 | 0.24*** |
| B3. Send information | 89 | 3.3 | 0.86 | 91 | 3.49 | 0.76 | 0.19*** |
| Composite index B | N/A | 8.33 | 2.38 | N/A | 8.93 | 2.19 | 0.60*** |
| C. Individual climate actions |  |  |  |  |  |  |  |
| C1. Recycling | 87 | 4.31 | 1.07 | 94 | 4.58 | 0.84 | 0.27*** |
| C2. Energy saving | 75 | 3.76 | 1.22 | 78 | 3.91 | 1.18 | 0.15* |
| C3. Reusing | 81 | 3.96 | 1.13 | 88 | 4.26 | 0.98 | 0.30*** |
| C4. Transport | 57 | 3.3 | 1.44 | 63 | 3.51 | 1.43 | 0.21** |
| C5. Meat reduction | 43 | 2.78 | 1.44 | 67 | 3.51 | 1.45 | 0.73*** |
| C6. Holiday destination | 41 | 2.79 | 1.39 | 53 | 3.18 | 1.46 | 0.39*** |
| Composite index C | N/A | 20.91 | 5.28 | N/A | 22.96 | 5.11 | 2.05*** |

Note: Summary statistics of dependent variables, by gender. Minimum response levels are 1 for each specific question. Max values are 5 for category A and C, and 4 for category B. "Agreement" is the binary variable used in the first stage (the computation of this variable is described in Table 1 above). Standard deviation is the standard deviation of the mean. Significance stars in the last column refer to two-sided t-tests of differences in means. Composite indices are constructed by summing response levels over each category and respondent. In effect, composite indices in category $\mathrm{A}, \mathrm{B}$, and C , lies within the range 3-15, 3-12, and 6-30 respectively.

Figures A1-A3 in the appendix display histograms of responses to each question in A-C, by gender. The share of women who "absolutely" agree always exceeds the share of men, but no similar pattern is apparent for respondents who "possibly" agree. At the distribution's lower end, the shares of men who ("possibly" or "absolutely") disagree always exceed those of women for all questions. The share of respondents indicating "Don't know" is low across all questions for both men and women. While we use these to construct of our dependent variables, the variable coding hinges on the method and will therefore be described in section 4.1.

### 3.3 Independent variables

Table 3 displays summary statistics for the independent variables. The key independent variable is operationalized as the self-reported answer to the question "What is your gender?" ${ }^{1}$ The alternatives were Male; Female; Other; and Do not want to disclose. Technically, gender is different from the study population's reference variable, which is the binary variable sex. However, only two respondents ( 0.2 percent) indicated Other, and no respondent indicated Do not want to disclose. Because our concern is statistical inference, we drop these two observations and simply use the binary variable female, where unity indicates the respondent identifies as a female. We expect the relationship between this variable and the (three sets of) dependent variables to be positive, meaning female respondents hold stronger climate beliefs (H1), show greater support for climate-mitigation policies (H2), and undertake more everyday climate-mitigating behavior (H3).

Several of the control variables vary significantly with gender. Especially, it worth noting that the share of male respondents that regularly drives car (88 percent) exceeds the corresponding figure for females ( 80 percent) by 0.07 .

[^1]Table 3. Summary statistics of the independent variables

|  | Male ( $n=531$ ) |  | Female ( $n=463$ ) |  | Difference ( $n=994$ ) |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Mean | Std. Dev. | Mean | Std. Dev. | Female mean - Male mean |
| Education | 2.34 | 0.64 | 2.44 | 0.62 | $0.10^{*}$ |
| Age | 53.34 | 17.42 | 48.47 | 17.39 | $-4.87^{* * *}$ |
| Drives car | 0.88 | 0.33 | 0.80 | 0.40 | $-0.08^{* *}$ |
| Student | 0.05 | 0.21 | 0.08 | 0.28 | $0.04^{*}$ |
| Unemployed | 0.02 | 0.14 | 0.03 | 0.16 | 0.01 |
| Retired | 0.33 | 0.47 | 0.25 | 0.43 | $-0.08^{* *}$ |
| Pop $>200 \mathrm{~K}$ | 0.24 | 0.43 | 0.27 | 0.44 | 0.03 |
| Pop $>15 \mathrm{~K}$ | 0.67 | 0.47 | 0.68 | 0.47 | 0.00 |
| N | 463 |  | 531 |  | 994 |
| $* \mathrm{p}<0.05, * * \mathrm{p}<0.01, * * * \mathrm{p}<0.001$ |  |  |  |  |  |

Note: Summary statistics of independent variables, by gender. Significance stars in the last column refer to two-sided $t$-tests of differences in means.

The other self-reported characteristics are included as control variables. Education describes the respondent's highest completed level of education on a scale from 1-3 where 1 equals compulsory school, 2 upper-secondary school, and 3 a university degree (or equivalents). Generally, more educated people show greater climate concerns, but political beliefs seem to moderate this link in highly developed countries, with educated conservatives being less concerned (Czarnek et al. 2021). Moreover, female education has been posited as powerful tool to combat climate change (Kwauk and Braga 2017; Ergas et al. 2021). We thus expect a positive association with climate attitudes and behaviors.

Age is measured in years (18-84). Whereas O'Connor et al. (1999) find that men and older respondents are more likely to vote for climate-mitigation policy than women and the young, once other factors are controlled for, recent research appears to confirm that younger people care more about climate change than older people (Milfont et al. 2021). Thus, we expect the association between age and climate attitudes and behaviors to be negative.

Drives car is a binary variable, where unity indicates that the respondent drives regularly, which 88 percent of male respondents and 80 percent of female respondents do. While car users' attitudes to climate change differs considerably, with some groups being more amenable to changing their behavior than others (Ali et al. 2018), we expect the relationship between this variable and climate change beliefs and behaviors to be, by and large, negative.

Working, Unemployed, Student and Retired are binary, mutually exclusive indicators of the current labor market status of the respondent. As our baseline category, working is not explicitly included in the model. Recent evidence suggests that climate skepticism increases with negative economic shocks and that the effects are concentrated among individuals in the labor force (Meyer 2021), meaning the indicators may reveal a positive association with climate change beliefs and behaviors relative to the base indicator.

Pop $>200 K$ and Pop $>15 \mathrm{~K}$ are binary variables indicating whether respondents live in a city with more than 200000 or 15000 residents, respectively. A respondent belonging to the first category is by default also included in the second category, with the base alternative being locations with less than 15000 residents. In the United States, there is an urban/rural divide on climate change, "with rural voters being more skeptical of both the science of and governmental response to climate change" (Bonnie et al., 2020, p. 3). However, in Sweden there is no documented such relationship, making the expected association between population size and climate beliefs or policies ambiguous.

## 4. Method

## 4. I Composite index analysis by category

When analyzing Likert scale responses with agreement levels that may be intercorrelated for a respondent, a common approach is to compute composite indices reflecting the respondent's mean level of agreement. Then, the association between the composite index and respondent characteristics can be analyzed directly, as done in the context of gender and climate perceptions by e.g. Zahran et al. (2006), Dietz et al. (2007), McCright et al. (2013), McCright et al. (2016b). Because questions within each category A, B, and C are likely intercorrelated, we begin the empirical analysis by constructing composite indices for each category of questions, using Cronbach's alpha to judge their level of intercorrelation. We then estimate the gender effect according to the following model:

$$
\begin{equation*}
y_{i}=\alpha+\beta_{0} \text { female }_{i}+\boldsymbol{X}_{\boldsymbol{i}} \boldsymbol{\rho}+\varepsilon_{i} \tag{1}
\end{equation*}
$$

where $y_{i}$ is the composite index for respondent $i$ associated with a certain category, and $\alpha$ is a constant. $\beta_{0}$ is the coefficient of interest, estimating the conditional association between the binary variable female and the dependent variable. Finally, $\boldsymbol{X}_{\boldsymbol{i}}$ is a vector of control variables with its associated coefficient vector $\boldsymbol{\rho}$, and $\varepsilon_{i}$ is the error term, possibly subject to heteroscedasticity. While the composite indices can be considered as ordinal variables, the large set of possible values make it possible to treat them as continuous and estimate (1) using OLS. Because we standardize each index, coefficients can be interpreted as the standard deviation change in the dependent variable following a unit increase in the independent variable.

As mentioned, respondents with greater general climate beliefs may also be more likely to support climate policy measures and engage in everyday climate-mitigating behavior. The issue is whether women and men with the same climate beliefs still differ in terms of climate policy support and everyday climate behavior, or whether belief differences explain all their differences in support and behavior. Therefore, we also undertake specifications for the second and third composite index where the first composite index is included as an independent variable. The identifying assumption is no reverse causality, i.e., support for climate policies and everyday behavior should not shape
general climate beliefs. Since the data show that women have stronger general beliefs, the specification allows us to disentangle the direct effect of gender, as opposed to the total effect unconditional on general climate beliefs in the first specifications. The first index can here be thought of as a mediator variable, explaining part of the mechanism through which women score higher on the latter two indices. This approach follows e.g. McCright et al. (2014), who disentangle direct and indirect effects using GMM within a Structural Equation Model (SEM) framework. However, when both the mediator and dependent variables are continuous as in our case, OLS produces results identical to GMM (Rijnhart et al. 2017).

Cronbach's alpha is around 0.8 for both the general climate questions index (A) and the everyday behavior index (C), but only 0.53 for the climate policy index (B), making it a less suitable metric for this category. Moreover, the composite index analysis produces easily interpreted results but obfuscates whether any observable effect is driven by variation in the lower, middle, or upper part of the distribution. To find out, e.g., whether women report higher agreement than men given that subjects are either at least moderately positive or negative to a certain statement, or whether effects are mainly driven by variation around the middle of the distribution, we also estimate the gender effect separately for each survey question.

### 4.2 Binomial logit analysis by individual questions

An alternative strategy for estimating (1) is the ordered logistic regression. This estimator relies on the proportional odds assumption, meaning that that dependent variables' slope coefficients are the same across response levels. However, Brant tests reject this null hypothesis for most of our survey questions. While a multinomial framework is a potential alternative, a fully specified multinomial choice model would produce a large set of coefficients associated with the relationship between a chosen base response level and all other response levels. This analysis will not reveal anything about the probability of moving between any pair of response levels that does not include the base level. Therefore, we employ another estimation strategy, which accounts for the natural response ordering by splitting the analysis into parts and should be easier to interpret.

In the first stage, we create binary dependent variables by coding as "agreement" (with the value 1) responses that "absolutely" or "possibly" agree with a question in categories $A, B$, or $C$ (levels

4-5 for A and C; 3-4 for B). The remaining responses are coded as "non-agreement" (with the value 0 ). We then estimate equation (1) using a conventional binomial logistic regression.

In the second stage, we perform separate analyses for the upper and lower tails of the distribution. First, we restrict the sample to responses that "absolutely" or "possibly" agree with each question (levels 4-5 for A and C; 3-4 for B), to examine if the level of agreement varies with gender, given that the respondents are at least moderately positive. Second, we restrict the sample to responses that "absolutely" or "possibly" disagree with each question (levels 1-2 for A and C). This test cannot be performed for questions in category B , since there is only one level of disagreement (Table 1).

While multicollinearity across the independent variables may result in biased coefficients, this concern seems limited as the highest correlation between any two independent variables is 0.4 (between pop $>200 \mathrm{~K}$ and pop $>15 \mathrm{~K}$ due to the mechanic link between the two). In all estimations, we also account for possible heteroscedasticity using Huber-White standard errors. And while an inspection of histograms in Figures A1-A3 suggest that outliers affecting the results will be unlikely, we effectively remove any such variation by grouping the dependent variables into binary categories in each stage of the analysis.

## 5. Results

5.1 Composite index analysis by category $A, B$, and $C$

Table 4 displays OLS results from the analysis where the dependent variables are standardized composite indices. The total gender effect in specifications (I) is precisely estimated for each index and varies from 0.23 (climate policy) to 0.40 (general climate questions). The interpretation is that the mean response level is $0.23-0.40$ standard deviations higher for women, conditional on the demographic covariates. When we include the general beliefs index as an independent variable (II), the direct gender effect on the climate policy index becomes economically and statistically insignificant, suggesting the effect is entirely driven by women's stronger climate beliefs. In other words, men and women with similar climate beliefs will support climate policy to a similar degree, conditional on the control variables. However, the policy support index' comparatively low Cronbach's alpha suggests a composite analysis may not be entirely appropriate. Further, the direct gender effect on everyday mitigation behavior in specification (II) is about half the size of the total effect (falling from 0.38 to 0.22 ), but the coefficient is still precisely estimated. This suggests that climate belief differences explain about half of the gender difference in everyday mitigation behavior.

Table 4: OLS results by category when dependent variables are standardized composite indices

${ }^{*} p<0.05,{ }^{* *} p<0.01,{ }^{* * *} p<0.001$
Note: Results from OLS regressions. Dependent variables are (standardized) indices that are computed for each category by summing individual responses over all questions in that category. Heteroscedasticity robust standard errors in parentheses.

With regard to the control variables, drives car has a precisely estimated (i.e. $p<0.01$ ) negative effect on the climate policy index $(-0.25)$. The interpretation is that subjects who regularly drive a car score on average 0.25 standard deviations lower than other subjects. Pop $>200 \mathrm{~K}$ (i.e., city-
dwellers) instead has a precisely estimated positive effect on the individual action index (0.23). Potential mechanisms for these results are discussed further in section 5.3 and 5.4 below. However, the direct effects in specifications (II) are both lower and less precisely estimated than the total effects in (I).

### 5.2 Binomial logit analysis: General climate change questions (category A)

Table 5 displays results from estimations of the first stage where the dependent variables concern general questions about climate change in Category A. Thus, dependent variables are binary responses to three questions: whether "climate change is something which, now or in the future, will affect us who live in Sweden" (A1), whether "we in Sweden can do something to reduce climate change" (A2), and whether the individual "personally (can) do something to reduce climate change" (A3). Coefficients are expressed as odds ratios. With respect to the variable female, the odds ratio is the odds of agreement conditional on the subject being female, divided by the odds of agreement conditional on the subject being male. An odds ratio exceeding unity implies that the odds of agreement increase when the subject is female. The bottom rows of the table also present the non-transformed coefficients and marginal probabilities for the female variable, evaluated at the means of each control variable.

Table 5. Odds ratios of agreeing with general climate questions from logistic regressions, first stage. A1. Climate change A2. Sweden can reduce A3. The individual can affects Sweden climate change reduce climate change.

|  | (I) | (II) | (I) | (II) | (I) | (II) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{aligned} & 4.76 * * * \\ & (1.87) \end{aligned}$ | $\begin{aligned} & 4.55 * * * \\ & (1.85) \end{aligned}$ | $\begin{aligned} & 2.72^{* * *} \\ & (0.48) \end{aligned}$ | $\begin{aligned} & 2.59 * * * \\ & (0.47) \end{aligned}$ | $\begin{aligned} & 2.77 * * * \\ & (0.47) \end{aligned}$ | $\begin{aligned} & 2.60^{* * *} \\ & (0.46) \end{aligned}$ |
| Education |  | $\begin{aligned} & 1.19 \\ & (0.28) \end{aligned}$ |  | $\begin{aligned} & 1.12 \\ & (0.15) \end{aligned}$ |  | $\begin{aligned} & 1.10 \\ & (0.15) \end{aligned}$ |
| Age |  | $\begin{aligned} & 0.98 \\ & (0.013) \end{aligned}$ |  | $\begin{aligned} & 0.99 \\ & (0.0074) \end{aligned}$ |  | $\begin{aligned} & 0.99 \\ & (0.0077) \end{aligned}$ |
| Drives car |  | $\begin{aligned} & 0.82 \\ & (0.45) \end{aligned}$ |  | $\begin{aligned} & 0.81 \\ & (0.22) \end{aligned}$ |  | $\begin{aligned} & 0.83 \\ & (0.21) \end{aligned}$ |
| Student |  | $\begin{aligned} & 2.33 \\ & (2.79) \end{aligned}$ |  | $\begin{aligned} & 1.22 \\ & (0.54) \end{aligned}$ |  | $\begin{aligned} & 1.15 \\ & (0.49) \end{aligned}$ |
| Unemployed |  | $\begin{aligned} & 1.09 \\ & (1.17) \end{aligned}$ |  | $\begin{aligned} & 0.78 \\ & (0.42) \end{aligned}$ |  | $\begin{aligned} & 1.08 \\ & (0.62) \end{aligned}$ |
| Retired |  | $\begin{aligned} & 2.59 \\ & (1.27) \end{aligned}$ |  | $\begin{aligned} & 1.67 \\ & (0.45) \end{aligned}$ |  | $\begin{aligned} & 1.28 \\ & (0.34) \end{aligned}$ |
| Pop > 200 K |  | $\begin{aligned} & 0.74 \\ & (0.30) \end{aligned}$ |  | $\begin{aligned} & 1.54 \\ & (0.34) \end{aligned}$ |  | $\begin{aligned} & 1.43 \\ & (0.30) \end{aligned}$ |
| Pop > 15 K |  | $\begin{aligned} & 1.13 \\ & (0.39) \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.75 \\ & (0.14) \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.65^{*} \\ & (0.12) \\ & \hline \end{aligned}$ |
| Female coefficient | 1.56 | 1.51 | 1.00 | 0.95 | 1.02 | 0.96 |
| Female margin | 0.058 | 0.053 | 0.15 | 0.14 | 0.16 | 0.15 |
| N | 994 | 994 | 994 | 994 | 994 | 994 |

* $\mathrm{p}<0.05,{ }^{* *} \mathrm{p}<0.01, * * * \mathrm{p}<0.001$

Note: Results from binary logit regressions, first stage. Dependent variables are binary "agreement"-responses, constructed as described in Table 1. Coefficients are odds ratios. Heteroscedasticity robust standard errors in parentheses. For the female variable, raw coefficients and marginal effects (evaluated at the mean of each independent variable) are displayed in the bottom rows.

All odds ratios associated with female exceed unity and are economically and statistically significant for all three statements. Statement A1, whether climate change affects Sweden, yields the highest odds ratio. The odds of agreeing to the statement increases by a factor of 4.55 when the subject is female, conditional on the control variables. However, the unconditional probability of agreement is also very high for males, at 0.92 compared to 0.98 for women. Therefore, the high odds ratio can largely be explained by the highly non-linear relationship between probabilities and odds as probabilities approach unity. The corresponding odds ratios of the gender variable
associated with the statements that Sweden (A2) and the individual can do something about climate change (A3) are 2.59 and 2.60 , respectively, demonstrating a gender effect here as well. The table's bottom rows also present the marginal probability associated with the female coefficient (evaluated at the means of each control variable), and the corresponding non-transformed coefficient. The probability of agreeing that climate change is a concern (A1) increases by 0.053 when the subject is female, but for the statements that Sweden (A2) and the individual can do something about climate change (A3), these effects are as large as 0.14 and 0.15 , respectively. No control variable coefficients are statistically significant in any specification.

Table 6 shows results associated with the upper (I) and lower (II) tail of the second stage test. For the upper tail, i.e., agreement responses, the gender effect is only statistically significant for the statement that climate change is a concern (A1). The odds ratio is 1.67 , corresponding to a marginal effect of 0.079 . Since most subjects indicated a level of agreement of at least 4 , there is little loss in statistical power in these tests. The only statistically significant control variable coefficient is for education, which exceeds unity in each specification. Lower tail tests reveal no detectable gender effect in any specification, and control variables are also imprecisely estimated throughout, though the sample is very small.

Table 6. Odds ratios of agreeing with climate policy questions from logistic regressions, first stage.
B2. Subsidize pro-climate

|  | B1. Tax harmful goods |  | B2.goods |  | B3. Send information |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (I) | (II) | (I) | (II) | (I) | (II) |
| Female | $\begin{aligned} & 1.25 \\ & (0.16) \end{aligned}$ | $\begin{aligned} & 1.13 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 1.37^{*} \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 1.31 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 1.29 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 1.48 \\ & (0.33) \end{aligned}$ |
| Education |  | $\begin{aligned} & 1.30^{*} \\ & (0.14) \end{aligned}$ |  | $\begin{aligned} & 0.87 \\ & (0.11) \end{aligned}$ |  | $\begin{aligned} & 0.70 \\ & (0.13) \end{aligned}$ |
| Age |  | $\begin{aligned} & 1.00 \\ & (0.0062) \end{aligned}$ |  | $\begin{aligned} & 1.00 \\ & (0.0070) \end{aligned}$ |  | $\begin{aligned} & 1.01 \\ & (0.010) \end{aligned}$ |
| Drives car |  | $\begin{aligned} & 0.48 * * * \\ & (0.094) \end{aligned}$ |  | $\begin{aligned} & 0.61^{*} \\ & (0.15) \end{aligned}$ |  | $\begin{aligned} & 1.44 \\ & (0.41) \end{aligned}$ |
| Student |  | $\begin{aligned} & 1.01 \\ & (0.31) \end{aligned}$ |  | $\begin{aligned} & 0.65 \\ & (0.22) \end{aligned}$ |  | $\begin{aligned} & 0.47 \\ & (0.19) \end{aligned}$ |
| Unemployed |  | $\begin{aligned} & 0.57 \\ & (0.28) \end{aligned}$ |  | $\begin{aligned} & 1.09 \\ & (0.60) \end{aligned}$ |  | $\begin{aligned} & 1.05 \\ & (0.82) \end{aligned}$ |
| Retired |  | $\begin{aligned} & 0.92 \\ & (0.20) \end{aligned}$ |  | $\begin{aligned} & 0.70 \\ & (0.17) \end{aligned}$ |  | $\begin{aligned} & 0.87 \\ & (0.35) \end{aligned}$ |
| Pop > 200 K |  | $\begin{aligned} & 1.53^{*} \\ & (0.26) \end{aligned}$ |  | $\begin{aligned} & 1.11 \\ & (0.21) \end{aligned}$ |  | $\begin{aligned} & 0.73 \\ & (0.20) \end{aligned}$ |
| Pop > 15 K |  | $\begin{aligned} & 0.98 \\ & (0.15) \end{aligned}$ |  | $\begin{aligned} & 0.74 \\ & (0.13) \end{aligned}$ |  | $\begin{aligned} & 1.22 \\ & (0.32) \end{aligned}$ |
| Female coefficient | 0.22 | 0.12 | 0.31 | 0.27 | 0.25 | 0.39 |
| Female margin | 0.055 | 0.031 | 0.058 | 0.049 | 0.023 | 0.033 |
| N | 994 | $994$ | 994 | 994 | 994 | 994 |

*p $<0.05,{ }^{* *} \mathrm{p}<0.01,{ }^{* * *} \mathrm{p}<0.001$
Note: Results from binary logit regressions, first stage. Dependent variables are binary "agreement"-responses, constructed as described in Table 1. Coefficients are odds ratios. Heteroscedasticity robust standard errors in parentheses. For the female variable, raw coefficients and marginal effects (evaluated at the mean of each independent variable) are displayed in the bottom rows.

To summarize, results for category A largely support Hypothesis 1, suggesting women are believe more strongly than men that climate change is concern, but also more confident that Sweden and the individual can do something about it.

### 5.3 Binomial logit analysis: Climate policy questions (category B)

Table 7 displays results from the first stage when the dependent variables concern questions about climate policy support in Category B, specifically taxing harmful goods (B1), subsidizing proenvironmental goods (B2), and information campaigns (B3). While Table 1 revealed that women exhibited an unconditionally more positive attitude towards each policy measure, we here find no statistically significant gender effect in any specification, even if all point estimates exceed unity. When we include the composite belief index as an additional control (not shown), all point estimates remain insignificant but fall below unity, suggesting that to the extent there are gender differences in support for individual policy measures, they are driven by climate beliefs. Among the control variables, it is worth noting the (statistically and economically significant) negative association between drives car and support for taxing harmful goods (B1) and subsidizing proenvironmental goods (B2). These results make intuitive sense based on self-interested economic grounds, as the policies will likely increase the relative price of fuel for cars compared to other means of transportation.

Table 7. Odds ratios of self-reported measures taken to mitigate climate change from logistic regressions, first stage.

|  | C1. Recycling |  | C2. Energy saving |  | C3. Reusing |  | C4. Transport |  | C5. Meat reduction |  | C6. Holiday destination |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (I) | (II) | (I) | (II) | (I) | (II) | (I) | (II) | (I) | (II) | (I) | (II) |
| Female | $\begin{aligned} & 2.28^{* * *} \\ & (0.53) \end{aligned}$ | $\begin{aligned} & 2.54^{* * *} \\ & (0.61) \end{aligned}$ | $\begin{aligned} & 1.18 \\ & (0.18) \end{aligned}$ | $\begin{aligned} & 1.36 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 1.69^{* *} \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 1.83^{* * *} \\ & (0.34) \end{aligned}$ | $\begin{aligned} & 1.32^{*} \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 1.22 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 2.68^{* * *} \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 2.57 * * * \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 1.65^{* * *} \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 1.70^{* * *} \\ & (0.22) \end{aligned}$ |
| Education |  | $\begin{aligned} & 0.95 \\ & (0.17) \end{aligned}$ |  | $\begin{aligned} & 0.96 \\ & (0.12) \end{aligned}$ |  | $\begin{aligned} & 0.97 \\ & (0.14) \end{aligned}$ |  | $\begin{aligned} & 1.06 \\ & (0.12) \end{aligned}$ |  | $\begin{aligned} & 1.22 \\ & (0.13) \end{aligned}$ |  | $\begin{aligned} & 0.80^{*} \\ & (0.085) \end{aligned}$ |
| Age |  | $\begin{aligned} & 1.02 \\ & (0.011) \end{aligned}$ |  | $\begin{aligned} & 1.01 \\ & (0.0069) \end{aligned}$ |  | $\begin{aligned} & 1.01 \\ & (0.0082) \end{aligned}$ |  | $\begin{aligned} & 1.00 \\ & (0.0062) \end{aligned}$ |  | $\begin{aligned} & 1.00 \\ & (0.0062) \end{aligned}$ |  | $\begin{aligned} & 1.00 \\ & (0.0062) \end{aligned}$ |
| Drives car |  | $\begin{aligned} & 0.81 \\ & (0.26) \end{aligned}$ |  | $\begin{aligned} & 2.03 * * * \\ & (0.42) \end{aligned}$ |  | $\begin{aligned} & 0.99 \\ & (0.26) \end{aligned}$ |  | $\begin{aligned} & 0.49^{* *} \\ & (0.11) \end{aligned}$ |  | $\begin{aligned} & 0.79 \\ & (0.16) \end{aligned}$ |  | $\begin{aligned} & 0.79 \\ & (0.15) \end{aligned}$ |
| Student |  | $\begin{aligned} & 0.73 \\ & (0.32) \end{aligned}$ |  | $\begin{aligned} & 0.71 \\ & (0.22) \end{aligned}$ |  | $\begin{aligned} & 0.59 \\ & (0.20) \end{aligned}$ |  | $\begin{aligned} & 1.78 \\ & (0.62) \end{aligned}$ |  | $\begin{aligned} & 1.22 \\ & (0.38) \end{aligned}$ |  | $\begin{aligned} & 0.89 \\ & (0.27) \end{aligned}$ |
| Unemployed |  | $\begin{aligned} & 1.01 \\ & (0.81) \end{aligned}$ |  | $\begin{aligned} & 1.73 \\ & (0.99) \end{aligned}$ |  | $\begin{aligned} & 1.90 \\ & (1.48) \end{aligned}$ |  | $\begin{aligned} & 0.97 \\ & (0.46) \end{aligned}$ |  | $\begin{aligned} & 1.25 \\ & (0.59) \end{aligned}$ |  | $\begin{aligned} & 1.90 \\ & (0.86) \end{aligned}$ |
| Retired |  | $\begin{aligned} & 0.95 \\ & (0.41) \end{aligned}$ |  | $\begin{aligned} & 1.15 \\ & (0.30) \end{aligned}$ |  | $\begin{aligned} & 1.03 \\ & (0.31) \end{aligned}$ |  | $\begin{aligned} & 1.35 \\ & (0.30) \end{aligned}$ |  | $\begin{aligned} & 1.13 \\ & (0.25) \end{aligned}$ |  | $\begin{aligned} & 1.04 \\ & (0.23) \end{aligned}$ |
| Pop > 200 K |  | $\begin{aligned} & 0.73 \\ & (0.20) \end{aligned}$ |  | $\begin{aligned} & 1.48^{*} \\ & (0.29) \end{aligned}$ |  | $\begin{aligned} & 1.07 \\ & (0.24) \end{aligned}$ |  | $\begin{aligned} & 1.42^{*} \\ & (0.25) \end{aligned}$ |  | $\begin{aligned} & 1.63^{* *} \\ & (0.29) \end{aligned}$ |  | $\begin{aligned} & 1.20 \\ & (0.20) \end{aligned}$ |
| Pop > 15 K |  | $\begin{aligned} & 0.72 \\ & (0.20) \end{aligned}$ |  | $\begin{aligned} & 0.53^{* * *} \\ & (0.100) \end{aligned}$ |  | $\begin{aligned} & 0.79 \\ & (0.17) \end{aligned}$ |  | $\begin{aligned} & 1.22 \\ & (0.19) \end{aligned}$ |  | $\begin{aligned} & 1.03 \\ & (0.16) \end{aligned}$ |  | $\begin{aligned} & 0.83 \\ & (0.13) \end{aligned}$ |
| Female coefficient | 0.82 | 0.93 | 0.17 | 0.31 | 0.53 | 0.61 | 0.28 | 0.20 | 0.99 | 0.94 | 0.50 | 0.53 |
| Female margin | 0.068 | 0.073 | 0.030 | 0.054 | 0.070 | 0.079 | 0.066 | 0.048 | 0.25 | 0.23 | 0.13 | 0.13 |
| N | 994 | 994 | 994 | 994 | 994 | 994 | 994 | 994 | 994 | 994 | 994 | 994 |

Table 8 displays results from the upper-tail tests (as mentioned, we cannot perform a lower-tail test here). Here, gender has a positive association with support for information campaign (B3), where the female coefficient displays a statistically significant odds ratio of 1.90 , corresponding to a marginal probability of 0.15 .

Table 8. Odds ratios of agreeing with general climate questions from logistic regressions, second stage.

A1. Climate change affects A2. Sweden can reduce A3. The individual can Sweden climate change reduce climate change.

|  | $\begin{array}{ll} \hline \hline \text { (I) } & \text { Upper } \\ \text { tail } & \end{array}$ | (II) tail | $\begin{array}{ll} \hline \hline \text { (I) } & \text { Upper } \\ \text { tail } & \end{array}$ | (II) tail | Lower | $\begin{array}{ll} \hline \hline \text { (I) } & \text { Upper } \\ \text { tail } & \end{array}$ | (II) tail | Lower |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | 1.67** | 0.11 | 0.96 | 1.18 |  | 1.10 | 1.46 |  |
|  | (0.29) | (0.13) | (0.14) | (0.59) |  | (0.17) | (0.70) |  |
| Education | 1.56*** | 0.70 | 1.43** | 0.76 |  | 1.34* | 0.58 |  |
|  | (0.21) | (0.44) | (0.17) | (0.23) |  | (0.16) | (0.18) |  |
| Age | 0.99 | 1.08* | 0.99 | 1.01 |  | 0.99 | 1.01 |  |
|  | (0.0081) | (0.040) | (0.0067) | (0.019) |  | (0.0070) | (0.015) |  |
| Drives car | 0.49* | 1.89 | 0.82 | 0.24 |  | 0.90 | 0.54 |  |
|  | (0.14) | (2.33) | (0.18) | (0.27) |  | (0.19) | (0.44) |  |
| Student | 1.21 | 1 | 1.43 | 1 |  | 0.64 | 1.62 |  |
|  | (0.54) | (.) | (0.51) | (.) |  | (0.21) | (1.74) |  |
| Unemployed | 2.14 | 1 | 2.02 | 0.86 |  | 1.53 | 0.44 |  |
|  | (1.61) | (.) | (1.23) | (1.04) |  | (0.86) | (0.51) |  |
| Retired | 1.00 | 0.10 | 1.04 | 1.42 |  | 0.66 | 2.23 |  |
|  | (0.27) | (0.15) | (0.25) | (0.99) |  | (0.17) | (1.41) |  |
| Pop > 200 K | 0.91 | 2.70 | 1.23 | 0.50 |  | 1.19 | 2.10 |  |
|  | (0.20) | (3.54) | (0.23) | (0.27) |  | (0.23) | (1.33) |  |
| Pop > 15 K | 1.08 | 0.40 | 0.96 | 1.17 |  | 1.12 | 0.82 |  |
|  | (0.21) | (0.40) | (0.17) | (0.53) |  | (0.20) | (0.35) |  |
| Levels coded as unity | 5 | 2 | 5 | 2 |  | 5 | 2 |  |
| Female coefficient | 0.51 | -2.17 | -0.036 | 0.17 |  | 0.091 | 0.38 |  |
| Female margin | 0.079 | -0.40 | -0.0086 | 0.024 |  | 0.022 | 0.053 |  |
| N | 945 | 39 | 803 | 174 |  | 785 | 191 |  |

* $\mathrm{p}<0.05,{ }^{* *} \mathrm{p}<0.01,{ }^{* * *} \mathrm{p}<0.001$

Note: Results from binary logit regressions, second stage. Dependent variables are binary "agreement"-responses, constructed as described in Table 1. Coefficients are odds ratios. Heteroscedasticity robust standard errors in parentheses. For the female variable, raw coefficients and marginal effects (evaluated at the mean of each independent variable) are displayed in the bottom rows.

To summarize, negative binomial results related to questions in category B offer little support for Hypothesis 2, suggesting that once other variables are controlled for, notably climate beliefs, women are no more likely than men to favor pro-climate policies than men.

### 5.4 Binomial logit analysis: Everyday climate behavior (category C)

Table 9 displays first stage results when the dependent variables concern questions about respondents’ everyday climate-mitigating behavior in Category C, specifically recycling (C1), energy saving (C2), reusing (C3), transport (C4), meat reduction (C5), and the choice of holiday destination (C6). There is an economically and statistically significant effect with respect to all listed actions except for energy saving and transport changes. A likely reason for the insignificant effects is that men own about twice as many cars and residential properties in Sweden as women (Ownershift 2019), suggesting that men have a greater potential to take measures in these two areas. The statistically significant odds ratios vary little across specifications, and all lie in the range 1.70 (choice of holiday destination) and 2.54 (meat reduction) when including control variables. When we include the climate belief index (not shown), all odds ratios associated with gender shrink in magnitude, but while the four statistically significant effects weaken, they remain significant. This suggests that while differences in climate beliefs explain some of the behavioral differences across genders, a woman holding the same beliefs as a man is still more likely to engage in climate-mitigating behavior.

The marginal probabilities are between 0.073 (recycling) and 0.23 (reducing meat consumption). These gender differences likely reflect the fact that social forces generally position women as e.g., caregivers, subsistence providers, and generally more altruistic than men (Shiva and Mies, 2014; Steg 2016; Terry 2009; Warren 1990; Bell and Braun 2010). The fact that the most pronounced effect is found in relation to meat reduction confirms previous studies attributing meat consumption to masculinity norms (Nakagawa \& Hart 2019).

Table 9. Odds ratios of agreeing with climate policy questions from logistic regressions, second stage.

|  | B1. <br> harmful goods | B2. Subsidize pro- <br> climate goods | B3. <br> information |
| :--- | :--- | :--- | :--- |
|  | (I) Upper tail | (I) Upper tail | (I) Upper tail |
| Female | 0.85 | 1.32 | $1.90^{* * *}$ |
|  | $(0.16)$ | $(0.20)$ | $(0.27)$ |
| Education | 1.06 | 1.24 | 0.96 |
|  | $(0.16)$ | $(0.15)$ | $(0.11)$ |
| Age | 0.99 | $0.99^{*}$ | 1.01 |
|  | $(0.0084)$ | $(0.0068)$ | $(0.0066)$ |
| Drives car | 0.76 | 0.99 | 1.22 |
|  | $(0.19)$ | $(0.22)$ | $(0.26)$ |
| Student | 1.27 | 1.25 | 0.89 |
|  | $(0.54)$ | $(0.45)$ | $(0.30)$ |
| Unemployed | 7.24 | 0.63 | 1.34 |
|  | $(7.55)$ | $(0.32)$ | $(0.69)$ |
| Retired | 1.01 | 1.20 | 1.06 |
|  | $(0.32)$ | $(0.30)$ | $(0.25)$ |
| Pop $>200 \mathrm{~K}$ | 1.22 | 0.94 | $1.58^{*}$ |
|  | $(0.28)$ | $(0.18)$ | $(0.30)$ |
| Pop $>15 \mathrm{~K}$ | 1.08 | 0.97 | 0.95 |
|  | $(0.25)$ | $(0.17)$ | $(0.15)$ |
| Levels coded as unity | 4 | 4 | 4 |
| Female coefficient | -0.17 | 0.27 | 0.64 |
| Female margin | -0.042 | 0.068 | 0.15 |
| N | 469 | 751 | 894 |
| p $<0.05, * * \mathrm{p}<0.01, * * * \mathrm{p}<0.001$ |  |  |  |

Note: Results from binary logit regressions, second stage. Dependent variables are binary "agreement"-responses, constructed as described in Table 1. Coefficients are odds ratios. Heteroscedasticity robust standard errors in parentheses. For the female variable, raw coefficients and marginal effects (evaluated at the mean of each independent variable) are displayed in the bottom rows.

Among the statistically significant background variables, the strong negative association between drives car and the transport choice (with an odds ratio of 0.49) makes intuitive sense, as such a change may substantially alter the life of someone dependent on the car as a mode of transportation. In terms of residential energy reduction, drives car is instead positive, with a comparatively high and statistically significant odds ratio of 2.03 . Rather than being causal, this
association may reflect the fact that reducing residential energy consumption is easier for house owners, who are also more likely to use a car than others. There is also a statistically significant negative association between pop $>15 \mathrm{~K}$ and energy savings (C2), likely reflecting the greater potential for energy savings among people who live in a house in the countryside. Further, there is a statistically significant positive effect of pop $>200 \mathrm{~K}$ and meat reduction (C5), which is in line with previous studies demonstrating that there are twice as many vegetarians per capita in cities compared to the countryside (Novus 2018).

Table 10 displays results for the upper and lower tail of the second stage test. For the upper tail, the gender effect is again both economically and statistically significant with respect to all actions except for energy saving and the choice of transport. The statistically significant odds ratios lie within the range 1.52 (holiday destination) and 1.66 (recycling). The corresponding marginal effects are all at around 0.1 . Thus, results confirm a gender effect also among subjects that do engage in actions aimed at reducing climate change, with women doing so to a greater extent than men. Again, however, there is no detectable gender effect in any of the specifications for lower tail.

To summarize, results related to questions in category C largely support Hypothesis 3, suggesting women engaging in more everyday climate-mitigating behavior than men, even when climate beliefs are controlled for. ${ }^{2}$

[^2]Table 10. Odds ratios of self-reported measures taken to mitigate climate change from logistic regressions, second stage.

|  | C1. Recycling |  | C2. Energy saving |  | C3. Reusing |  | C4. Transport |  | C5. Meat reduction |  | C6. Holiday destination |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (I) Upper tail | (II) Lower tail | (I) Upper tail | (II) Lower tail | (I) Upper tail | (II) Lower tail | (I) Upper tail | (II) Lower tail | (I) Upper tail | (II) Lower tail | (I) Upper tail | (II) Lower tail |
| Female | $\begin{aligned} & 1.66^{* * *} \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 0.37 \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 1.28 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 0.82 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 1.57^{* *} \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 0.89 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & 1.08 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 0.83 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 1.57^{*} \\ & (0.29) \end{aligned}$ | $\begin{aligned} & 0.73 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 1.52^{*} \\ & (0.31) \end{aligned}$ | $\begin{aligned} & 0.76 \\ & (0.15) \end{aligned}$ |
| Education | $\begin{aligned} & 0.89 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 1.20 \\ & (0.56) \end{aligned}$ | $\begin{aligned} & 1.09 \\ & (0.13) \end{aligned}$ | $\begin{aligned} & 0.77 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 0.75 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 1.07 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 0.85 \\ & (0.16) \end{aligned}$ | $\begin{aligned} & 1.16 \\ & (0.18) \end{aligned}$ | $\begin{aligned} & 0.96 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 1.04 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 1.34 \\ & (0.22) \end{aligned}$ |
| Age | $\begin{aligned} & 1.01 \\ & (0.0072) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.0070) \end{aligned}$ | $\begin{aligned} & 0.98 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.0067) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (0.0079) \end{aligned}$ | $\begin{aligned} & 1.01 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.0083) \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (0.0098) \end{aligned}$ | $\begin{aligned} & 1.01 \\ & (0.0097) \end{aligned}$ | $\begin{aligned} & 0.99 \\ & (0.0093) \end{aligned}$ |
| Drives car | $\begin{aligned} & 1.09 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 1.23 \\ & (1.02) \end{aligned}$ | $\begin{aligned} & 0.85 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 0.81 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & 0.96 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 0.90 \\ & (0.63) \end{aligned}$ | $\begin{aligned} & 0.49 * * \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 1.56 \\ & (0.68) \end{aligned}$ | $\begin{aligned} & 0.86 \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 1.06 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 0.72 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 0.96 \\ & (0.31) \end{aligned}$ |
| Student | $\begin{aligned} & 1.26 \\ & (0.43) \end{aligned}$ | $\begin{aligned} & 0.26 \\ & (0.44) \end{aligned}$ | $\begin{aligned} & 1.46 \\ & (0.56) \end{aligned}$ | $\begin{aligned} & 0.36 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 1.53 \\ & (0.52) \end{aligned}$ | $\begin{aligned} & 0.41 \\ & (0.40) \end{aligned}$ | $\begin{aligned} & 1.64 \\ & (0.59) \end{aligned}$ | $\begin{aligned} & 0.68 \\ & (0.53) \end{aligned}$ | $\begin{aligned} & 1.56 \\ & (0.59) \end{aligned}$ | $\begin{aligned} & 0.84 \\ & (0.46) \end{aligned}$ | $\begin{aligned} & 1.06 \\ & (0.51) \end{aligned}$ | $\begin{aligned} & 0.90 \\ & (0.46) \end{aligned}$ |
| Unemployed | $\begin{aligned} & 0.85 \\ & (0.40) \end{aligned}$ | $\begin{aligned} & 1 \\ & (.) \end{aligned}$ | $\begin{aligned} & 1.38 \\ & (0.64) \end{aligned}$ | $\begin{aligned} & 1 \\ & \text { (.) } \end{aligned}$ | $\begin{aligned} & 0.75 \\ & (0.34) \end{aligned}$ | $1$ (.) | $\begin{aligned} & 0.76 \\ & (0.45) \end{aligned}$ | $\begin{aligned} & 1.96 \\ & (1.75) \end{aligned}$ | $\begin{aligned} & 2.62 \\ & (1.54) \end{aligned}$ | $\begin{aligned} & 3.24 \\ & (2.64) \end{aligned}$ | $\begin{aligned} & 1.97 \\ & (1.16) \end{aligned}$ | $\begin{aligned} & 0.34 \\ & (0.25) \end{aligned}$ |
| Retired | $\begin{aligned} & 1.39 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 2.05 \\ & (1.70) \end{aligned}$ | $\begin{aligned} & 1.69^{*} \\ & (0.42) \end{aligned}$ | $\begin{aligned} & 3.25 \\ & (2.09) \end{aligned}$ | $\begin{aligned} & 1.09 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 1.99 \\ & (1.50) \end{aligned}$ | $\begin{aligned} & 0.77 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 1.51 \\ & (0.62) \end{aligned}$ | $\begin{aligned} & 1.51 \\ & (0.48) \end{aligned}$ | $\begin{aligned} & 1.51 \\ & (0.50) \end{aligned}$ | $\begin{aligned} & 0.93 \\ & (0.32) \end{aligned}$ | $\begin{aligned} & 1.37 \\ & (0.44) \end{aligned}$ |
| Pop > 200 K | $\begin{aligned} & 1.10 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 1.16 \\ & (0.73) \end{aligned}$ | $\begin{aligned} & 0.96 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 0.78 \\ & (0.31) \end{aligned}$ | $\begin{aligned} & 1.65 * * \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 1.04 \\ & (0.59) \end{aligned}$ | $\begin{aligned} & 1.47 \\ & (0.31) \end{aligned}$ | $\begin{aligned} & 1.09 \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 1.35 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 1.76^{*} \\ & (0.50) \end{aligned}$ | $\begin{aligned} & 1.14 \\ & (0.29) \end{aligned}$ | $\begin{aligned} & 1.64^{*} \\ & (0.41) \end{aligned}$ |
| Pop > 15 K | $\begin{aligned} & 0.85 \\ & (0.15) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.82 \\ & (0.49) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.79 \\ & (0.14) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.86 \\ & (0.37) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.59^{* *} \\ & (0.098) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.84 \\ & (0.44) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.05 \\ & (0.22) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.70 \\ & (0.18) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.75 \\ & (0.17) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.05 \\ & (0.23) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.44^{* * *} \\ & (0.10) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.49 * * \\ & (0.11) \\ & \hline \end{aligned}$ |
| Levels coded as unity Female | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 |
| coefficient | 0.51 | -0.98 | 0.25 | -0.20 | 0.45 | -0.11 | 0.077 | -0.19 | 0.45 | -0.32 | 0.42 | -0.27 |
| Female margin | 0.10 | -0.22 | 0.061 | -0.037 | 0.11 | -0.020 | 0.019 | -0.039 | 0.11 | -0.078 | 0.099 | -0.065 |
| N | 898 | 81 | 759 | 206 | 835 | 133 | 594 | 379 | 534 | 444 | 462 | 478 |

* p < 0.05, ** p < 0.01, *** p $<0.001$

Note: Results from binary logit regressions, second stage. Dependent variables are binary "agreement"-responses, constructed as described in Table 1. Coefficients are odds ratios. Heteroscedasticity robust standard errors in parentheses. For the female variable, raw coefficients and marginal effects (evaluated at the mean of each independent variable) are displayed in the bottom rows.

## 6. Conclusion

### 6.1 Discussion of results

The composite index analysis largely supports our three hypotheses, with a few interesting caveats. Notably, the gender effect on climate policy support disappears when we control for general climate beliefs, while the gender effect on behavior weakens substantially. This suggests that women and men with similar climate beliefs will behave fairly similarly in terms of policy support and mitigative behavior. In fact, these results are reminiscent of those of O'Connor et al. (1999), who find that women are more likely to report a willingness to take voluntary action to mitigate climate change, but that the effect disappears when controlling for views toward the government and climate change, and general environmental beliefs.

The binomial results, meanwhile, find strong support for Hypothesis 1, that women are more concerned about climate change than men, and Hypothesis 3, that women engage in more everyday pro-climate behavior. However, the relationship between gender and policy support is insignificant, thus offering little support for Hypothesis 2 except for the stage two results regarding the upper tail of the policy measure "send information" (B3). These findings are largely in line with those of McCright et al. (2016b), the sole previous survey study examining gender's effect on climate beliefs, support for climate policy, and behavioral intentions at the same time (though we examine actual behavior rather than behavioral intentions). McCright et al. (2016b) did not find any association between gender and support for climate change policy either, but a positive association between gender and climate concerns and behavioral intentions.

Methodologically speaking, key strengths of this paper is that we employ two different sets of dependent variables (the composite indices and the dichotomous variables), taking care to use the appropriate model given the characteristics of the dependent variables while also making results comparable to the previous literature. Moreover, the fact that we simultaneously consider gender's effect on three important climate constructs (beliefs, policy support, and everyday behavior) is valuable in that it enables us to distinguish between the effect from gender and climate beliefs on policy support and mitigation behavior. One concern with our data is that all actions are self-reported; as such, they should be interpreted with care (Kormos and Gifford 2014). That said, reporting on past behavior instead of current or future behavior is more likely to reflect actual behavior and could mitigate self-report biases (Gatersleben, 2013; van den Broek et al. 2019). Another limitation is the fact that we have no way to assess our respondents' degree of pro-environmentalism or political orientation, the two most consistent predictors of climate beliefs in the previous literature (McCright et al. 2016a).

### 6.2 Contributions

This paper adds to the survey literature on climate perceptions in several ways. First, by simultaneously studying three important climate issues that previously have scarcely been studied together. Notably, we are, to our knowledge, the first study to link climate beliefs not only to policy support, but also to everyday climatemitigation behavior. This focus is important since the evidence in the survey literature is still out concerning whether there is a gender gap in policy support and behavior.

The finding that climate beliefs drive the entire gender difference in climate policy support is perhaps the starkest result of our study, especially when contrasted with the fact that women will engage in more everyday climate-mitigation behavior than men with similar climate beliefs. This nuance was only discernable because we studied these three types of climate outcomes in a consistent framework, and future studies would benefit from the same approach. Policy-wise, these results suggest that better climate knowledge may be a powerful tool to induce greater climate policy support among both genders. That said, our finding that driving a car affects the willingness to support the taxation of harmful goods and alter transport behavior suggests that future studies should also examine how men's and women's willingness to alter mitigation behavior is affected by the costs of doing so (cf. Diederich and Goeschl 2017; Alberini et al. 2018), and whether adverse consequences in terms of a behavioral rebound effect differ by gender (cf. Dorner 2019).

This paper also contributes to the broader literature on gender differences in attitudes and behavior. As mentioned, while the previous literature suggests that some pro-environmental behaviors are considered more masculine than others (Swim et al. 2019), we find that men score lower on all six climate-mitigation behaviors than women, but also that stronger climate beliefs go some ways toward bridging this gap. From a policy perspective, this suggest that better climate knowledge may be a tool to induce greater more mitigation behavior among men. Future studies regarding other areas encompassing both the personal and the political should be on the lookout for similar gender differences, and the extent to which better knowledge can bridge them.
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## Appendix A

Figure A1. Histograms of responses to general climate questions (category A), by gender.


Note: Histograms depicting the percentage of answers by response level for each question in category (A), by gender. Likert scale response levels with increasing levels of agreement. Level 3 corresponds to the response "Don't know".

Figure A2: Histograms of responses to climate policy questions (category B), by gender.


Note: Histograms depicting the percentage of answers by response level for each question in category (B), by gender. Likert scale response levels with increasing levels of agreement. Level 2 corresponds to the response "Don't know".

Figure A3: Histograms of responses to self-reported measures (category C), by gender.


Note: Histograms depicting the percentage of answers by response level for each question in category (C), by gender. Likert scale response levels with increasing levels of agreement. Level 3 corresponds to the response "Don't know".
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[^2]:    ${ }^{2}$ When we instead use as dependent variable a binary variable indicating if the response was "Don't know", as opposed to all other response levels, the female variable is nearly always insignificant, suggesting there is no gender effect associated with self-reported lack of knowledge regarding any of the statements. The sole exception belongs to Category B, where women are moderately more likely to choose "Don't know" when it comes to support for taxing harmful goods (B1).

