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i Introduction

The topic of this paper is the effect of Jjob mobil-
ity - change of emplover - on wages. The need for
panel data ig obvious in the sense that we are
interegted in studving an intertemporal relation-
ship, namely the impact of an event at one time

{job change} on a variable at another time {(wages}.

Panel data can also be used to control for omitted
variables. In particular, technigues have been
developed to exploit the information inherent in
multiple waves of data on the dependent and inde-
pendent variables of the basic model. The advan-
tages obtained by using panel data to contrel for
omitted variables are, however, not without their
costs. The purpose of this paper is to provide an
i1liustration of the potentials and pitfalls of
panel data used to estimate the effect of Jjob

mobility on wages.

A recently constructed Swedish data set - the
HUS-data {(see Klevmarken 1984) - is used. The first
collection of HUS-data was made in the sgpring of
1984. The respondents were interviewed about pres-
ent wage rates, schooling, work experiences, etc. A
gecond wave of interviews were made in the spring
of 1986 with new guestions aboult present wage rates
and about labor force experiencesg during the two-
vear period since the first interview. In particu-
lar detailed guestions about Jjob mobility were
asked (see Bidrklund and Holmlund {1988} for fur-
ther analysis of labor mobility based on the HUS-
datal.
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2 Individual effects

The point of departure is a typical wage eguation
of the Mincer type to which dummy variables for
persons working nightshift and for persons who have

changed emplover are added:

where InWgg, is the natural logarithm of the work-
er's hourly wage rate in 1985, EXPgg; 1s years of
work experience, SCHgg; 1s years of schooling,
NIGHTgg; is a dummy for persons working nightshift,
MOB; is a dummy for persons who have changed em-
ployer and €gg; 1is a stochastic error. Separate
equations are estimated for men and women to allow

for sex differences in human capital investments.

The usual way in labor economics for exploiting the
additional information provided by panel data is to
introduce individual permanent effects. The error
term 1is decomposed into two parts, €g6i~Viteggir
where v; 1s the individual permanent effect and
eggi is an i.i.d. disturbance. The permanent effect
can represent ambition, intelligence and other
unmeasured attributes which influence earnings. If
these effects are correlated with the other inde-~
pendent variables, estimation of (1} on a cross-—

section from 1986 will produce biased results.

A corresponding eqguation can be specified for 1884
and the two waves of data can be used to estimate
the difference between the two eguations. In this
way the individual effecte have been netted out.
The more general approach with more than two waves
of data is to estimate the model on deviations of
the variables from their means over time. This is
known as the "within estimator” c¢f the fixed-ef-

fects model.

()
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By netting out the individual permanent effects,
two sources of bias can be avoided. Omitted-vari-
able bias is avoided if the v;'s are predetermined
variables which are correlated with the explanatory
variables. In a more extended behavioral model of
job mobility, the decision to change emplover would
be determined by the difference between the per-
ceived gains and costs of moving. If the gains or
costs are correlated with the v;'s but not with the
transitory error, simultanecus-~eguation bias is
avoided {(see Heckman and Robb (1983) for an over-

view of estimators for such behavioral models).

If, however, the individual effects are not corre-
lated with the explanatory wvariables, panel data
can instead be used to improve efficiency over the
pure crogs-sectional specification. This is done by
pooling the data from the two time periocds. The
individual effects will then give rise to hetero-
scedasticity which requires GLS estimation. Fuller
and Battese (1973} have shown that GLS estimates
can easily be obtained by using OLS with trans-

formed data:

V _ o _2 . v o_ - 13
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and T is the number of waves of data. The variances
can be cbhtained from estimates of the fixed-effects

model, {(formulated in deviations from means), which
2
e!

' ~y o~
(1), which produces sZl+og.

produces o and from cross-sectional estimation of

This is known as the random-effects model, because
the individual effects are treated as disturbances.

Hence, only the mean and the variance need to be
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estimated, in contrast to the fixed-effects model
in which each individual will have its own parame-
ter v;. As a conseguence, the random-effects speci-
fication vields more efficient estimates of the
regression coefficients, given that the assumption
of independence between the individual effecte and
the explanatory variables 1is true. Hausman (1978)
has developed a test of the independence assump-
tion. In its general form the test is based on the
difference between the random~effects and fixed~
effects estimates. A convenient equivalent test in
regression format, also proposed by Hausman, is to
test p=0 from doing least squares on §i=§m+§§+aif
where ¥ is a vector of deviations from means.

Table 1 reports the results from estimating (2} on
cross~-section data from 1986 only, and from estima-
tiong of random-effects and fixed-effects specifi-

cations using panel data.

We first consider whether the Hausman test can
reject the random—-effects Specificatieﬁal For men,
the test of p=0 attains the F-value F(4,537)=13.3
and for women, F(4,516)=1.3. The hypothesis isg
strongly rejected for men but not for women. Conse-
quently, the fixed-effects sgpecification is pre-
ferred for men and the random-effects specification
for women. To evaluate the merits of panel data,
these estimates must be compared with those ob-
tained from the crosg-sectional specification. Is
there a substantial difference? Foy men there is.
The job mobility ccoefficient changes from an insig-
nificant 023 to a significant .087. The effect of
work experience and schooling is alsoc increased,

even though the precision of the fixed~effects

1 Maddala (1987) suggests that this test is pre-
ceded by a test of o{=0 developed by Breusch and
Pagan {(1980).



Table 1 Cross-section,

effects estimates

Standard errors in parentheses

random effects and fixed-

Men (n=547}

Women (n=522)

Independent Cross Randonm Fixed Cross Randon Fixed
variables section effects effects section effects effects
Years of work 0,024 0.024 0.133 0.018 0.025 0.026
experience {0.004) (0.008) {(0.035) {0.004) (0.009) {(0.024)
{(Years of experi- ~{.296 -0.299 -0.,271 ~3.307 -0 . 429 ~-0.334
ence sguared/1000) {(0.080; {(0.134) {0,137 (0.087; (0,171 {0,214
Years of schooling 0.046 0.045 (.166 0.037 0.033 ~0.062
(0.003) 3.005) (§.052 {0.003) (0.007) {0.058)
Nightshift 0.039 0.076 6.072 g.111 0.083 0.094
{(0.0%8) {0.059) (0.052) {(0.046) {0,047 (0.048)
Job mobility 0.023 0.051 0.087 -0.024 0.041 0.081
(0.036) (0.023) (0.022) {6.042) {6.032) {0.035)
§2 0,303 0.117 0.051 G.191 0.047 0.019

Note: The ﬁz‘s are not comparable because the dependent variables are not the

same.,
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estimates is lJower than the cross-section esti-
mates. Other results, not presented here, show that
the effects of work experience remain when age is
added to the explanatory variables. Hence, there is

an effect of work experience per se.

The value of panel data for women is not obvious.
The random~effects estimates are very similar Lo
those obtained from the c¢ross section. The Jjob
mobility coefficient is raised from -.024 to .041
but as the standard errors are large this is not

overly revealing.

3 Measurement errors

The advantage of panel data to control for individ-
ual fixed-effects 1is, however, obtained at some
cost. A common experience in labor economics appli-
cations of fixed-effects models is that one has
imprecise estimates of the coefficients of interest
and very low explanatory power; f2's less than .02
are freguent. Those experiences have led Hamermesh
(1987} to ask: Why do fixed-effects models perform

so poorly?

This is a natural question to ask after having seen
the results above, too, in particular the results
for women. The R4 s were low and some standard
errors were large. The standard errors of the
schooling coefficients were 052 {(men) and .058
{women) conmpared to .003 in the c¢cross-section

model.

A possible explanation for these results 18 meas-
urement errors, which might have more severe conse-
quences 1in fixed-effects models than in c¢cross-

sectional applications. Errors in the independent
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variables are most serious because the parameters
will be biased downward {(towards zero}. If the true
independent variable is measured by x;4 with an
erroyxr &it’ which is serially uncorrelated, the plim

of the difference egtimator will be

2
2c78

plim by = PU™ Sortaxy

where p ig the true parameter.

In particular when the variance of the true changes
ig small relative to the measurement errors the
downward bias might be Strong.l‘ Hence, low and
insignificant coefficients might be expected in

fizxed~effects models.

We do not believe that the problem created by
meagsurenent errors in the independent wvariables
outweighs the advantage of controlling for fixed
effects in this application for two reasons. First,
the crucial parameter - the coefficient for Job
mobility -~ is estimated higher by the fixed-effects
gpecification than by the cross-section model. The
same holds true for the effect of working night-
shift on men. Second, the c¢hanges in the basic
independent variables experience and schoocling are
measured directly in the HUS-data, not by dif-
ferencing two levels measured at two points of
time. In the 1986 interviews the respondents were
asked about their activities during the two~vear
period from 19%84. Therefore the variances of two

measurement errors are not added to each other.

Note though that positively serie-correlated
measurement errors reduce the problem and might
make first difference models superior to crogs-
gsection modelsg. Fixed measurement errors are of
courge "differenced awavy” in fizxed-effects model.
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Measurement errors in the dependent wvariable can,
however, be the major reason for the low precision
of the estimates and the low B? in the fixed-ef-
fects syecifiaatioa.l It is very tricky to measure
hourly wage rates. Only some few workers report
their wage rate directly; probably many workers do
not know their wage rate, Instead guestions are
asked about wage earnings for a week, month or vear
and the number of working hours. An error in any of
these variables will create an error in the hourly
wage rate. Because most men work cloge to the
standard work week of 40 hours, whereas many women
do not, it is likely that the scope for neasurement
errors 18 higher for women. This might explain the
poor performance of the fixed-effects model for

wWomean.

4 Sample attrition

The panel data technigques reguire information from
at least two time periods for each individual.
Another problem which arises is that some of the
respondents from 1984 cannot be reinterviewed and
the analvsis has to be made on a sanmple which might

be non-random.

One way to shed light on this problem is to compare
the wage determinants in 1984 between those who
disappear and those who are reinterviewed 1986. If
the differences are small, the sample attrition is
less likelv to create bias although efficiency

losses are made.

1 Hamermesh (1987) shows that greater measurenment
errors in the dependent variable reduce the R2Z in
the fixed-effects model compared to the cross-
section specification if the autocorrelation in the
dependent variable exceeds the autocorrelation in
the measurement error.
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Table 2 reports the estimates of equations for the
total sample with posgitive wages in 1984 {(columns
A}, for the subsanple with posgitive wages both 1984
and 1986 ({(cclumns B} and for the attrited sample
{columns C). It appears that sample attrition is
rather high; about one third of those with positive
wages in 1984 either do not respond at all in the
1886 survey or have left the labor force.l There-
fore the potential bias created by making the
analyeis on only two thirds of the crigiéai sample

might be strong.

The estimates do not, however, support the view
that sample attrition is a severe problem, at least
not for men. The hypothesis that the wage determi-
nants in 1984 are the same for those who remain in
the sanple and those who leave 1t cannot be re-
jected at the ten percent level. Even more impor-
tant, the estimated coefficients in columns A and B
for men are very close and the differences can be
neglected from an economic point of view. For
example, the differences in the experience coeffi-
cients imply that wages peak after 39 vears for the
total sample and after 44 years for the subsample

with positive wages in both 1984 and 1986,

The situation 1g more problematic for women. The
differences in the coefficients between the two
subsamples are larger and the hypothesis that they
are egual can be strongly rejected. Consequently
the sample attrition cannot be regarded as random.
What matters from the viewpoint of an applied
economist is, however, whether the absclute differ~

encesg between columns A and B are economically

1 1t is a matter of judgement whether those who
leave the labor force are non-respondents or not.
By treating them as such we define attrition in a
broad wav.



Table 2 Estimated wage equations for the total
sample (A}, the subsample with positive
wages both 1984 and 1986 (B} and the
subsample with positive wages 1984 but
not 1986 (C).

Dependent variable: In wage 1984, Stan-

dard evrrors in parentheses.

Men Women
Independent
variables A B C A B C
Constant 2.920 2.989 2.849 3.086 3.062 3.132
(0.049) (0.056) (0.092) (0.043) (0.056) (0.066)
Years of work 0.030  0.025 0,035 0.01%  §.017 0.021
experience (0.003) (0.004) (0.005) (0.003) (0.004) (0.005}
{Years of work expe- -3.386 -0.282 -0.453 ~0,282 ~0.268 -~0.292
rience sguared}/ 1000 (0.057) (0.077) (0.,098) (0.066) (0.086) (0.102)
Years of schooling 0.047 0.047 0,046 0.034 0.039 0.027
{0.003) (0.003) (0.006) (0.,003) (06.003) (0.004)
Nightshift ~3.056 -0.071 -0.027 0.111 0.181 G.006
{0,098} (G.113) (0,181} (0.037) (0.046) (0.059)
n 814 547 267 809 522 287
ﬁz 6.334 0.352 0.307 G.203 0.222  0.197

F-statistic
for Chow-test® 1.43 3.28

& gritical values: 3.02 (1%), 2.21 (5%) and 1.85 (10%).
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important. It appears that the experience profiles
are very similar - peaks after 34 and 32 vyears
regpectively - and the returns to schooling are 3.4
and 3.9 percent reaspectively. The most problematic
variable is nightshift which is associated with a
wage premium of 11.1 percent in the total =ample
and 18.1 percent in the subsample on which the

panel data technigues can be applied.

5 The dynamic specification

The usefulness of a panel data set with only two
waves, like the HUS-data in its present state,
depends on the dynamic structure of earnings. Two
dynamic mechanisms have been considered in the
literature. In the state dependence model past
values of wages have a causal effect on present
wages. In autoregressive models the error term is

serially correlated.

If the true model contains both fixed effects and
any of these dynamic mechanisms, additional waves
of data are needed to estimate the full model. Even
worse, the fixed-effects model estimated on two
waves as above will be biased {(Nickell (1981)). The
gsize of this bias in practical applications is hard
to ascertain. EBEdin (1988) reports the results from
an application where the average change in the
parameters is 1.24 standard errors when serial
correlation 1is taken into account in a fixed~ef-
fects model. His dependent variable is not hourly
wage rates but weekly wage earnings, which capture
the effect of working hours per week. In addition,
the time interval between the waves was only one
vear. Therefore his results do not necessarily

apply to this study.



- 13 -

With only two waves of data, the best one can do is
to estimate different models and see whether the
coefficients of interest are sensitive to the model
specification. A state dependence model 1s obtained
1f lagged wages are added to equation (1).} If the
error term in (1) follows a £first order serial
correlation and is substituted into the eguation,
the following eguation ig obtained:

2 2

-o::ngXP

84" (4)

InW,, . =x

(1—5 )+ A TS
861 (1-2} WEEXP EXP,_, . tot EXP

0 861 "1 841 27861

1 N + i ¢ BN . i S , ,
*ooySCHg ;=3 S5CHg ,  #¢, NIGHT, (o, SNIGHTg o | +o< MOB, +51mWy L *ng

where ¢ is the serial correlation coefficient and

861 is the i.i.d. disturbance.

The restrictions in (4} imply that the empirical
implications of the autocorrelation model can be

testeé.z.

Table 3 reports the estimates of the state depend-
ence and the autoregressive models. Fortunately
the estimated job mobility coefficient is not very
gensitive to choice of dynamic gpecification and
quite close to the results obtained in the models
with individual effectes too. This result does not

rule out the possibility that models which are

1 Heckman, Hotz and Dabos (1987} use lagged earn-
ings as a "control function” to purge the eguation
of dependence between mobility and the error term.
This is another rationale for this specification.

2 The restrictions are non-linear. Amemiva {(1985)
suggests the following test:

{nLSSRur—SSRZE}XSSRr

where S8R denotes the sum of squared residuals and
the subscripts r and ur denote the restricted and
unrestricted model. The statistic 1is chi-sqguare
distributed with degrees of freedom egqual to the
number of restrictions.



Table 3

it

Estimates of dvnamic models

Standard errors in parentheses

Men Women
Independent State Auto~ State Auto-
variables dependent regressive dependent regressive
model model model model
Constant 0.669 0.630 1.193 1.149
{0.089) {g.102; {0.0186) (0.123)
Years of work 0.003 0.022 0.007 0.026
exp. 1986 (0.003; {0.018; {(06.003) {0,011}
Years of work -(,061 -(3,275 ~(.148 -0 . 450
experience {0.049) (0.245) {(-2.21} (0.188)
sguared/ 1000 1986
Years of 0.007 0.043 0.011 0.032
schooling 1986 {(0.002) (0,012} {0.003) (0,008
Nightshift 0.047 6.073 0.012 0.084
1986 {0.058) {0,053} {0.036) {0,047
Log wage 0.843 0.843 0.671 0.675
1984 (0,027 (0,027) {0.034) {0.034)
Job mobility 0.056 0.061 0.043 0.045
(0.021) {6.022) {0.032) (0.032)
n 547 547 522 522
Sum of sguared 16,79 10.77 16,79 16,73
residuals
-2 )
R 0.752 - G.535 -
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more general can produce different estimates of the

returns to Jjob mebiliﬁy.i

The non-linear restrictions in (4) could be re-
jected for men but not for women. For men we Can

consequently rule out the autocorrelation model.

& Conclusions

The main advantage of panel data, to control for
individual fixed effects, turned out to be very
important in this application. The Job mobility
coefficient for men was c¢lose to zero and insig-—
nificant in the c¢ross-sectional specification but
markedly higher and significant when fixed effects
were controlled for. A Hausman test rejected the
null hypothesis of independence between the indi-

vidual effects and the explanatory variables.

However, this advantage of panel data is cobtained
at some cost. The B2 and the precision of espe-
cially the sgchooling coefficient were low in the
fixed-effects model. This result, although common,
is not necessgarily a consequence of the model per
se, but probably caused byv high measurement errors
in wage data constructed from survey guestions
about wage earnings and working hours. In a study
based on pure administrative data without any
measurement errors, Hamermesh (1987} reported much
higher explanatory power. Future surveys should pay
more attention to the questions used to construct
hourly wage rates. Adminigtrative data records

should also be considered.

1 The American studies of the effect of training
programs are very sensitive to the dynamic specifi-~
cation. Heckman, Hotz and Dabos (1987} is a recent
attempt to discriminate between different models.
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Due to sample attrition, we could apply the panel
data techniques to only two thirds of the original
gsample. Fortunately it turned out, though, that the
1984 wage eguation in the remaining sample was very
gimilar to the equation for the total sample, at

least for men.

The proper dynamic specification of wages is an
unresclved issue. General models which incorporate
both fixed effects and dynamic mechanisms reguire
more than two waves of data to be estimated. In
addition, fixed-effects models estimated from two
waves as in this paper will be biased if such
dynamic mechanisms are present. Additional waves of
data are therefore needed. Beside checking the
results obtained in this study, such data will be of
vailue in themselves since they will describe wage
differentials in a long-term perspective. Further-
more, Griliches and Hausman (1986) have developed
techniques +to handle errvors in the independent
variables which require additional waves of data.
Unfortunately, though, the sample attrition problem
might become even greater if additional waves are

regquired.
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