Entry Regulations, Product Differentiation and Determinants of Market Structure*

Florin Maican† and Matilda Orth‡

July 23, 2014

Abstract

We use a dynamic oligopoly model of entry and exit with store-type differentiation to evaluate how entry regulations affect profitability and market structure in retail. Based on unique data for all retail food stores in Sweden, we find different cost structures and asymmetric competition across store types. Two additional small stores correspond to the same decrease in a small store’s long-run profits as one large store. A number of counterfactual experiments that target the entry of different store types and markets with various degrees of regulation provide rich information for policymakers concerning the effect of regulations on market structure dynamics.
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1 Introduction

The effect of regulations on profitability and market structure is a topic of great concern for both economists and policymakers. Entry regulations in the retail food industry, which are more restrictive in Europe than in the US, are one example of a widely debated policy issue. Total annual food expenditures in the US exceed USD 1,100 billion, and the average household purchases groceries every week and spends up to an hour per trip. Food consumption represents approximately 10 percent of private consumption in the US and up to 20 percent in most European countries. Because of the importance of the food industry, highlighted by these statistics, the welfare effects of various policies are likely to be substantial. A careful analysis of regulations requires comprehensively modeling both the demand and supply side, which from an empirical perspective, requires extensive data. We present a dynamic model of entry and exit with product differentiation that incorporates demand and recovers both the entry costs of potential entrants and the fixed costs of incumbents in local markets under different degrees of regulation. A unique data set containing both store characteristics and prices, together with structural estimates, allows us to quantify the impact of entry regulations on long-run profits and market structure.

A central contribution of this paper is that we quantify the impact of entry regulations on long-run profits and the evolution of market structure in retail using a dynamic oligopoly model. Our dynamic model builds on Pakes, Ostrovsky and Berry (2007) [POB] and explicitly incorporates demand, local markets, differentiation in store type, strategic interactions between stores, and the presence of regional entry regulations. As product differentiation and substantial simultaneous entry and exit characterize nearly all retail markets, this implies that we must model heterogeneous stores and the dynamics of market structure over time. The degree of differentiation depends on local demand, and it influences both competition and the cost structure of an industry, which in turn determine the market structure and its evolution over time. Strategic decisions and different reactions by heterogeneous stores to changes in policies determine long-run
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1See, e.g., European Parliament (2008); European Competition Network (2011); European Commission (2012).
profitability and the dynamics of the market structure. We use the model to perform counterfactual experiments that target the entry of different store types and capture asymmetries and indirect responses to changes in policies by store type over time. Policy changes in environments with heterogeneous stores are likely to have different impacts on and induce different responses by stores (Ericson and Pakes, 1995). The proposed model is quite general and can be applied to other regulated industries in which data on both prices and firm characteristics are available.

We apply the model to a unique combination of data on store characteristics for all retail food stores in Sweden during the period 2001-2008 and data on store-level prices and regional and regulatory information. To the best of our knowledge, no other study has combined detailed information on store characteristics for the total population of stores with price data on food products to evaluate the consequences of regulations in the retail industry. A dynamic approach is crucial in retail because the market has undergone a structural change toward larger but fewer stores (Figure 1). Store-type differentiation is essential, as large stores represent only 20 percent of the total number of stores but over 60 percent of aggregate sales and sales space (Table 1).

The Swedish retail food market has a number of characteristics that make the application of our theoretical model appropriate: First, stores operate well-defined store types, are highly independent of the firm and determine their own prices. Focusing on store types is appropriate for Sweden because, to a large extent, independent store owners operate the stores, thus reducing the influence by national firms, and all stores (not only large ones) are affected by entry regulations. Second, the entry and exit of stores are the main determinants of the market structure. Third, the trend toward larger but fewer stores has not changed over the last few decades in

\[\text{This combination of store characteristics and prices is rare because of, e.g., the complexity of measuring retail food prices and allows us to carefully evaluate the effect of regulations and the dynamics of the local market industry. Beresteau et al. (2010) combine store characteristics for a panel and prices for a single, cross-section of data in their study of Walmart. In contrast to their study, we observe panel data on prices and focus on the role of entry regulations.}^{2}\]

\[\text{Entry and exit are often considered to play a greater role in economic performance in the retail industry than in many other industries. Store turnover is, for example, found to contribute more strongly to productivity growth in retail markets compared to manufacturing industries (Foster et al., 2006).}^{3}\]
most OECD countries. From the perspective of competition policy, it is important to obtain information on the sunk costs of entry and how these vary under different degrees of regulation. From a welfare perspective, it is key to understand demand, players’ incentives and the subsequent market outcomes and hence to ensure that various consumer groups have access to a wide range of products and store types.\(^4\)

In addition to POB, our paper is most closely related to Dunne et al. (2013) who model identical firms using data on dentists and chiropractors.\(^5\) They estimate an average firm profit function and sunk and fixed costs and then perform a counterfactual exercise in which a change in regulation shifts the entry cost. Furthermore, Suzuki (2013) models and empirically evaluates the impact of land-use regulations on the entry and exit of hotel chains. More generally, our paper is also related to other recent studies that employ dynamic structural models of entry and exit (Aguirregabiria and Mira, 2007; Bajari et al., 2007; Pesendorfer and Schmidt-Dengler, 2008; Ryan, 2012; Abbring et al., 2013; Collard-Wexler, 2013; Sweeting, 2013; Fowlie et al., 2014; Hünermund et al., 2014).\(^6\)

Our analysis proceeds in four steps. First, we estimate a discrete choice model of static demand. Second, we use the demand estimates to calculate variable profits for each store and market. Third, we estimate parameters of the entry cost and fixed cost distributions for small and large stores and local markets that vary with respect to the stringency of entry regulations.

\(^4\)The evaluation of entry costs for different store types and the factors affecting these costs provide crucial information in markets in which the average travel distance for purchasing food increases. In Sweden, the average travel distance for purchasing food was approximately 9.83 kilometers during the 1995-2002 period (The Swedish Institute of Transport and Communication).

\(^5\)For other recent applications of the POB framework, see Elejalde (2012) and Fan and Xiao (2013).

\(^6\)See also Asplund and Nocke (2006) and Doraszelski and Satterthwaite (2010). Berry and Reiss (2007) survey the literature on two-period static entry games, and Berry and Tamer (2007) discuss identification in static entry games. For a contribution considering a static entry game with demand, see Gowrisankaran and Krainer (2011). Ackerberg et al. (2007) survey recent econometric methods in Industrial Organization including dynamic games. Maican (2010) uses a dynamic framework to analyze store format repositioning in the Swedish retail food market. There is a growing body of literature on retail chain expansion where exit is extremely rare (e.g., Toivanen and Waterson, 2011; Beresteau et al., 2010; Holmes, 2011; Basker et al., 2012; Arcidiacono et al., 2013). There are studies that investigate store location in retail markets that primarily build on static models (e.g., Seim, 2006; Jia, 2008; Holmes, 2011; Orth, 2011; Ellickson et al., 2013; Nishida, 2014). In Appendix I, we extend our model to account for differentiation in location (Davis, 2006; Seim, 2006).
using a dynamic model. The assumptions required to estimate a dynamic game with heterogeneous stores, however, must be balanced against the computational burden and presence of multiple equilibria. An advantage of our model is that it allows for correlations in entry costs between store types, which is important when stores decide to enter a specific store type. In the proposed model, the actual equilibrium played is determined from the data. Having data on all Swedish retail food stores for a long period of time allows us to consistently estimate transition probabilities across the states for incumbents and entrants in the dynamic problem.\(^7\) The structural parameters of the distributions of entry costs and fixed costs are estimated by matching the observed entry and exit rates in the data to those predicted by the model. Fourth, we perform various counterfactual experiments that reduce the entry costs of small and/or large store types in markets with restrictive regulations.

The results show that the entry costs for each store type are higher in local markets with restrictive, relative to liberal, regulation. We find differences in own- and cross-price elasticities and asymmetric competition across store types. Two additional small stores decrease a small store’s long-run profits to the same extent as one additional large store. For small stores, competition from large stores intensifies after entry costs are reduced, especially in markets with a low-profit regime. A comparison of alternative counterfactual experiments shows, for example, that entry cost reductions that only apply to large stores impose substantial competitive pressures on small stores, which in turn induce the entry and exit of small stores despite their entry costs not being explicitly targeted by the policy. We conclude that, to accurately evaluate alternative entry regulation policies, it is important to consider that changes in the costs faced by one store type have implications for the endogenous entry, exit and long-run profits of the rival store type.

The next section presents the data and market. Section 3 presents the dynamic model. Section 4 discusses the empirical implementation of the model, Section 5 presents the empirical results, and Section 6 reports the

\(^7\)Pakes et al. (2007) claim that the correct equilibrium will be selected in sufficiently large samples. The model requires consistent transition probabilities to be constructed only once based on what is observed in the data. In markets with various structural changes over time, we might not obtain consistent transition probabilities if the period is not sufficiently long.
results of several counterfactual exercises that highlight turnover, long-run profitability and trade-offs between different store types. Section 7 discusses robustness and Section 8 concludes the paper. In several instances, we refer to an online appendix containing various analyses that are not discussed in detail in the paper.

2 Data and characteristics of the Swedish retail food market

Many retail food markets in OECD countries consist of firms operating uniformly designed store types. In Sweden, the food market consists of stores that, to a large extent, operate as independent or franchise units. Importantly, individual stores determine their own prices. This contrasts national pricing, which exists, for example, in the UK. The centralized decision making, and thus the concern regarding national strategies, in the Swedish retail food market is thus less pronounced than that in many other countries. Firms primarily act as wholesale providers, and the degree of centralization varies somewhat across firms. ICA consists of independently owned stores that traditionally collaborate on wholesale provision and logistics. Axfood and Bergendahls each have a combination of franchises and centrally owned stores, the latter of which are primarily located in the south and southwest of Sweden. Coop, however, consists of centralized cooperatives, and decisions are made at the national or local level. In 2011, approximately 90 percent of all stores were connected to one of four firms: ICA (49 percent), Coop (22 percent), Axfood (15 percent), and Bergendahls (7 percent). Various independent owners comprise the remaining 7 percent market share. International firms with hard discount formats entered the Swedish market in 2002 (Netto) and 2003 (Lidl).

Data. Three different data sets covering stores, demographics, and prices are incorporated in our empirical application. The first and primary data set includes all retail food stores in the Swedish market during the 2001-2008 period and is collected by Delfi Marknadsparter AB (DELFI). A unit of observation is a store based on its geographical location, i.e., its physi-
cal address. We access store’s geographic location (geo-coordinates), store type, firm affiliation, sales, sales space (in square meters), wholesaler and the location (geo-coordinates). The store type classification (12 different) depends on size, location, product assortment, and so forth. Store types are similar for stores that are affiliated with different firms, and we jointly analyze several store types in the dynamic analysis. We define the five largest types (hypermarkets, department stores, large supermarkets, large grocery stores, and others) as “large” and four other types (small supermarkets, small grocery stores, convenience stores, and mini-markets) as “small.”

We believe that these types are representative of small and large stores in the Swedish retail food market. Due to the complexity of defining output and the variety of product assortments across stores, as is common in studies on the retail food market, we do not have information on quantity sold for each product.

The second data set contains demographic information from Statistics Sweden (SCB), i.e., population, population density, average income, distribution of income across age groups, and political preferences. The third data set is collected by the Swedish National Organization of Pensioners (PRO) and contains annual price information for approximately 30 products in approximately 1,000 stores during the 2003-2008 period. The data set is rich and covers stores of different sizes, formats and firms throughout the entire country. The surveyed products cover a wide range of frequently purchased items of well-defined brands and pack sizes. Because the empirical implementation of our model relies on all stores, we define a product basket for which we construct a price index by store type, firm, local mar-
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9 Gas stations, seasonal stores, and stores under construction are excluded from the analysis. Stores classified as “other” stores are large and externally located.

10 To accurately evaluate the role of regulations in the industry dynamics of local markets, it is crucial to use information on all stores. Ideally, we would thus prefer to have a price measure for each of the stores in the data. In our application to Swedish retail food, this requires one to annually measure prices in over 5,000 stores, which is a non-trivial task. We are unaware of any study relying on price information for all stores in a retail food market. For our purposes, as we face data limitations, we believe the PRO data have good coverage in terms of stores types, owners, regions, products and time for our purposes.

11 PRO is divided into a number of geographic districts, approximately corresponding to the 21 counties, which are each responsible for the survey in their geographic area. See Asplund and Friberg (2002) for previous work using the same data source. Based on the names and addresses of the stores in DELFI, we identify the stores that are included in the PRO survey.
ket and year. In the empirical application, we consider a basket containing 11 products. Appendix B provides details about the components of the product basket and descriptive statistics of the price.

**Local markets.** Food products fulfill daily needs and are often relatively perishable. Thus, stores are generally located near to consumers. The travel distance for purchasing food is relatively short (except if prices are sufficiently low), and nearness to home or work is therefore a key concern for consumers in selecting where to shop, although travel distance likely increases with store size.\(^ {12}\) The size of the local market for each store depends on its type. Large stores attract consumers from a wider area than do small stores, but the size of the local market also depends on the distance between stores. We assume that retail markets are isolated geographic units, in which stores in one market only competitively interact with other stores in the same local market. The 21 counties in Sweden are clearly too large to be considered local markets for our purposes, while the 1,534 postal areas are likely too small, especially for large stores. Two intermediate choices are the 88 local labor markets or the 290 municipalities. Local labor markets account for commuting patterns, which are important for the absolutely largest stores, such as hypermarkets and department stores, while municipalities appear more suitable for large supermarkets. As discussed below, municipalities are also where local government decisions regarding new entrants are made. We therefore use municipalities as local markets.

**Entry, exit and market shares.** As we have annual data on all Swedish retail stores based on address, we observe the physical entry and exit of stores. We define an entrant in year \( t \) as a store that operates in year \( t \) but not in \( t - 1 \). We define an exit in year \( t \) as a store that operates in year \( t - 1 \) but not in \( t \). The variables \( e_{mt} \) and \( x_{mt} \) measure the number of entrants and exits in market \( m \) in year \( t \). The total number of stores in the beginning of period \( t + 1 \), \( n'_{mt+1} \), is given by \( n'_{mt+1} = n_{mt} + e_{mt} - x_{mt} \), where \( n_{mt} \) is the number of incumbent stores in period \( t \). We only consider physical entry and exit as these are the relevant considerations for estimating sunk and fixed costs. Thus, we do not include stores that change owners but continue to operate at the same address.

\(^{12}\)The importance of these factors is confirmed by discussions with representatives from ICA, Coop, and Bergendahls.
To construct market shares, we use a store’s sales and the price of the large product basket to derive the quantity of product baskets a store sells in year $t$. The store’s market share is defined as its quantity divided by the total quantity in each local market and year (Section 4.1).\footnote{The empirical findings remain robust when constructing market shares using sales instead of quantity (Section 7).}

**Entry regulation.** The majority of OECD countries have entry regulations that empower local authorities to decide on store entry. However, the regulations differ substantially across countries (Hoj et al., 1995; Boylaud and Nicoletti, 2001; Griffith and Harmgart, 2005; Pilat, 2005; Schivardi and Viviano, 2011). While some countries strictly regulate large entrants, more flexible zoning laws exist, for instance, in the U.S. (Pilat, 1997). The Swedish Plan and Building Act (PBA) empowers the country’s 290 municipalities to decide on applications for new entrants. All stores are regulated by the PBA in Sweden, contrasting, for example, with regulations in U.K., which explicitly focus on large stores. Each store seeking to enter the market is required to file a formal application with the local government. The local governments approve or reject applications after evaluating the potential impact of the store’s entry on the market structure, prices, traffic, broader environmental issues and so forth. Inter-municipality questions of entry are addressed by the 21 county administrative boards. The PBA is considered one of the major barriers to entry, resulting in diverse outcomes, e.g., in price levels, across municipalities (Swedish Competition Authority, 2001:4). Several reports stress the need to better analyze how entry regulation affects market outcomes (Pilat, 1997; Swedish Competition Authority, 2001:4; Swedish Competition Authority, 2004:2). Appendix A describes the PBA in greater detail.

Our study shares the common feature with previous work on entry regulations that it acknowledges that there is no single ideal measure of regulatory stringency in local markets. Drawing heavily on previous work on land-use and entry regulations, we collect data from several sources (Bertrand and Kramarz, 2002; Schivardi and Viviano, 2011; Suzuki, 2013; Turner et al., 2014). As our main measure of regulatory stringency, we access data on political preferences, i.e., the share of non-socialist seats in the local government (Bertrand and Kramarz, 2002; Schivardi and Viviano, 2011). The exogeneity of political preferences in measuring regu-
ulatory stringency relies on local economic issues’ not determining future election outcomes. In Sweden, we believe it is reasonable to rely on the assumption that land-use issues do not determine the outcomes of local elections. Swedish municipalities have numerous responsibilities. Childcare, schooling and elderly care are the main spending areas likely to influence voter’s decisions more heavily. For Sweden, we expect that non-socialist local governments are more liberal regarding new entry.\textsuperscript{14} This is confirmed by simple reduced-form regressions. Overall, 117 of the 290 municipalities have had a non-socialist local government for at least one of the years in our study period. In local government (municipal) elections, there are two shifts in the number of seats over time during the study period. The number of markets with a non-socialist local government increases over time: 57 (2001-2002), 104 (2003-2006), and 102 (2007-2008).

In addition to political seats, we have data on the number of the applications approved (PBA) by local authorities for each municipality and year. This includes applications to change land-use plans and the total number of existing land-use plans.\textsuperscript{15} The data are collected by the Swedish Mapping, Cadastral and Land Registration Authority (Lantmäteriet). Municipalities with a non-socialist majority approve more PBA applications. The correlation between non-socialist seats and the number of approved PBA applications in local markets is 0.596.

To measure local market regulation, we use the share of political seats alone and index variables constructed using the share of political seats and various measures of the number of approved PBA applications (Suzuki, 2013; Turner et al., 2014). By construction, the index variables are not sensitive to the size of the local market. In detail, we use an index in which

\textsuperscript{14}The Social Democratic Party collaborates with the Left Party and the Green Party. The non-socialist group consists of the Moderate Party, most often together with the Liberal Party, Christian Democrats, and the Center Party. The Center Party is traditionally strong in rural areas. For our purposes, we therefore only consider the Moderate Party, the Liberal Party and Christian Democrats in the non-socialist group.

\textsuperscript{15}In addition, we have data on the number of approved PBA applications permitting the entry of retail stores. A high number of approved applications that allow retail stores to enter the market indicates a more liberal application of the PBA. The data are collected by surveys of 163 of the 290 municipalities and are available for three time periods: 1987-1992, 1992-1996, and 1997-2000 (Swedish Competition Authority, 2001:4). The survey was unfortunately not performed during our study period, i.e., 2001-2008. Importantly, the correlation between the number of approved applications for retail stores and the total number of approved applications is as high as 0.83.
half the weight is the share of non-socialist seats in local governments, one
quarter is the number of approved applications over the total number of
stores and one quarter is the number of approved applications over the
number of existing land-use plans. The higher the index is, the more the
liberal regulations are. The lower and upper bounds of the index are 0.032
and 1.28, respectively. The median is 0.28, and the standard deviation is
approximately 0.14. We define municipalities as having restrictive (liberal)
regulations if the index is below (above) the median. To keep the exposition
tractable, we report results using only one index definition. The robust-
ness checks (Section 7) and Appendix H discuss results when only using
political seats or alternative definitions of the regulation index to measure
regulation.

**Descriptive statistics.** Table 1 shows aggregate statistics for the 2001-
2008 period. The total number of stores decreases by 16 percent to 5,240
at the end of the period. While total sales increase by more than 24 per-
cent, the total number of square meters increases by only about 10 percent.
The share of large stores increases by 3.5 percentage points to nearly 22
percent in 2008. Large stores account for the majority of the sales and
sales space. Their sales increase by 3.8 percentage points to 61.8 percent in
2008, whereas their sales space increases by 2.7 percentage points to 60.5
percent. Thus, large stores experienced higher growth in sales than in sales
space or the number of stores, indicating improvements in efficiency. The
total number of entrants is fairly constant over time, with the number of
exits being slightly less than twice the number of entrants. The majority
of entrants and exits are small stores (Appendix B).

Figures 1 shows that the number of small stores decreases by approxi-
mately 20 percent to 3,215 in 2008, but the number of large stores is fairly
constant. There is a decline in the total number of stores affiliated with
three of the main firms: 28 percent for ICA, 26 percent for Coop, and
11 percent for Axfood. The opposite trend is observed for Bergendahls
and hard discounters. The number of large stores increases for ICA and
Bergendahls and is fairly constant for Coop, while it decreases for Axfood
and Others. There is a substantial decline in the number of stores affiliated
with ICA, Coop, and Others, whereas the changes are smaller in magnitude
for small stores that are affiliated with Axfood. Figure 2 shows that the
total number of entrants increases until 2005 and then declines, while the
number of stores that exit peaks in 2004. Figure 3 shows that the entry and exit rates are correlated over time.

Table 2 presents the entry and exit rates across markets and owners for the 2002-2007 period. On average, the exit rate is two to three times higher than the entry rate, but the standard deviations are approximately the same. The mean exit rate varies between 0.03 and 0.07, with a standard deviation of 0.05-0.08. The mean entry rate ranges between 0.01 and 0.04, and the standard deviation is somewhat lower than that for exit. As entry and exit do not occur in all markets in a given year, we observe variation in the upper percentiles. For example, the entry rate for the 75th percentile varies substantially over time (0-0.06).

Exit occurs in 9-40 percent of the markets in a given year, while the corresponding number for entry is 15-30 percent. The overall correlation between the entry and exit rates is 0.04, whereas the correlation between the number of entrants and the number of exits is 0.43. If we exclude the three metropolitan areas (Stockholm, Gothenburg, and Malmö), the correlation is weaker, 0.17. There is, as we expected, a positive correlation between entry and exit, which supports our approach of using a dynamic model.

**Descriptive patterns that link to structural results.** In our sample, the median store size is approximately 215 square meters for small stores and approximately 1,725 square meters for large stores, i.e., a median large store is about eight times larger than a small store. In terms of sales, a median large store sells about ten times more than a median small store. The sales per square meter of a median large store are approximately 21 percent higher than those for a median small store. These figures emphasize the importance of estimating costs separately for small and large stores, as we do in this paper.

### 3 A dynamic oligopoly model

This paper employs a dynamic model to analyze the distributions of retail stores’ entry and fixed costs to understand the dynamics of market structure.\footnote{The model can be used to estimate sell-off values or fixed costs, see Section 7 and Appendix C.} We build on the framework developed by Pakes, Ostrovsky,
and Berry (2007) and account for differentiation in type/location, which is common in retail markets, and incorporate a discrete choice demand model. On the demand side, consumers have preferences over small and large stores, where lower prices in large stores can offset a longer travel distance. On the supply side, entry and exit are key in determining the degree of product differentiation and market supply in retail. This stands in contrast to industries in which the market structure is driven by the firm-margin. Importantly, we exploit the fact that store concepts in the retail food market are well defined and allow for correlations in cost draws across store types in markets with different degrees of regulation. To evaluate entry regulations, it is crucial to model both consumer preferences and other determinants of market supply such as entry and fixed costs because they affect stores’ strategic interactions and the evolution of market outcomes.

In the beginning of each period, a set of incumbents $J^c$ and potential entrants $J^e$ simultaneously decide their actions. Incumbents choose whether to continue to operate with store type (or in location) $z \in Z$ or exit. We follow the common assumption that fixed costs and sunk costs is private information that are known prior to players’ decisions and i.i.d. from known distributions (Bajari et al., 2007; Pakes et al., 2007). Each incumbent $j^c$ of type $z$ receives a draw of the fixed cost $\phi^c_{jz}$ from the common distribution $F^{\phi_Z}$, which is paid in the next period if they continue. Potential entrants decide whether to enter a store of type $z \in Z$. The entry cost for each potential entrant $j^e$ of type $z$, denoted $\kappa^e_{jz}$, is a draw from the common distribution $F^{\kappa_Z}$. Entrants’ decisions are made one period ahead of when they start to operate, which implies that we can obtain continuation and entry values that do not depend on entry costs. All stores of type $z$ are identical up to the draw of the fixed cost and entry fee. For simplicity of

---

17To make the presentation of the model brief and tractable, we present the modeling assumptions throughout the text rather than specifying a succinct list of assumptions.

18The simplest version of the model only incorporates differentiation in store type. The model can be generalized to account for location and firm characteristics, but the computational burden will increase because of the large state space. In Sweden, individual stores determine their own prices, the majority of stores operate as independent or franchise units, and the distributions of size and sales are similar for stores associated with different firms (see Section 2 for details). An exit by all stores belonging to the same firm is extremely rare, and multi-market contact is not as crucial as it is in many other countries. Few studies recognize the issue of the chain effect across local markets, and they all consider a small number of players (Jia, 2008; Holmes, 2011; Nishida, 2014).
notation, we omit the store indexes $j^e$ and $j^r$ from the entry and fixed cost draws in what follows. All parameters of the distributions of fixed costs $F\phi_z$ and sunk costs $F\kappa_z$ are collected in $\theta$.

A store is described by a vector of state variables $s = (n_z, n_{-z}, y)$ that consists of the number of stores of each type that is active in a local market, $(n_z, n_{-z})$ and exogenous profit shifters that are specific to each type $y$. The index $-z$ includes all types except $z$. Furthermore, we assume that local markets are independent, i.e., a separate game is played in each local market. For notational simplicity, the presentation omits the market index $m$. The number of stores of type $z$, $n_z$, evolves endogenously over time according to $n'_z = n_z + e_z - x_z$, where $n_z$ is the number of incumbents and $e_z$ and $x_z$ are the number of entrants and exits. The exogenous profit shifters that cover both demand and variable cost are public information to firms and evolve exogenously according to a first-order Markov process $\mathbb{P}(y'|y)$.

We do not allow stores to invest or change owners or formats. That store concepts in retail are rather uniform justifies this assumption. Nevertheless, the proposed dynamic model allows us to understand asymmetries in strategic interactions between small and large stores and how these influence the dynamics of the market structure on the supply side.

**Incumbents.** The value function of an incumbent store of type $z$ is given by the Bellman equation

$$V_z(s, \phi_z; \theta) = \pi_z(s; \theta) + \max\{\beta V C_z(s; \theta) - \beta \phi_z, 0\}, \tag{1}$$

where $\pi_z(\cdot)$ is the profit function; $V C_z(\cdot)$ is the continuation value; $\phi_z$ is the fixed cost; and $0 < \beta < 1$ is the discount factor. Incumbents know their fixed cost $\phi_z$ but not the number of entrants and exits, prior to making their decisions. The optimal policy for an incumbent is to exit if the draw of the fixed cost is larger than the expected future profits, which yields the probability of exit $p^e_z(s) = Pr(\phi_z > V C_z(s; \theta)) = 1 - F^{\phi_z}(VC_z(s; \theta))$.

Incumbents that continue obtain the continuation value

$$VC'_z(s; \theta) = E^c_\phi[\pi_z(s'; \theta) + E^c_\phi' [\max\{\beta V C_z(s'; \theta) - \beta \phi'_z, 0\}]]$$

$$= E^c_\phi[\pi_z(s'; \theta) + \beta(1 - p^e_z(s'))(VC_z(s'; \theta))$$

$$- E[\phi'_z | \phi'_z \leq VC_z(s'; \theta)])], \tag{2}$$
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where \( s' = (n'_z, n'_z - y', y') \). If we assume that \( \phi' \) follows an exponential distribution, we obtain

\[
E[\phi'|\phi' < VC_z(s'; \theta)] = \sigma_z - VC_z(s') \left[ p_{z'}(s')/(1 - p_{z'}(s')) \right].
\]

Substituting this into (2), we obtain

\[
VC_z(s; \theta) = E_c s' \left[ \pi_z(s'; \theta) + \beta VC_z(s'; \theta) - \beta \sigma_z (1 - p_{z'}(s')) \right],
\]

where \( \sigma_z \) is a parameter in the exponential distribution that represents the inverse of the mean.

**Entrants.** Potential entrants maximize the expected discounted future profits and enter if they can cover their sunk costs. They start to operate in the next period. The value of entry is

\[
VE_z(s; \theta) = E_{s'} \left[ \pi_z(s'; \theta) + \beta VC_z(s'; \theta) - \beta \sigma_z (1 - p_{z'}(s')) \right],
\]

where \( p_{z'}(s') \) is a potential entrant’s perceptions of the number of exits of each type conditional on entering the market and \( E_{z'}[\cdot] \) indicates the expectations of entrants. Entry occurs if the draw from the distribution of sunk costs is smaller than the value of entry, which results in the probability of entry

\[
Pr(\kappa_z < VE_z(s; \theta)) = F_{\kappa_z}(VE_z(s; \theta)).
\]

Potential entrants choose to operate a store of type \( z \) if the expected profits are higher than those for all other types and the outside option. Thus, first, we have the condition that the entry value must be larger than the draw of the entry cost. Then, we have that the type decision must yield the highest expected discounted future profits among all type alternatives

\[
\beta VE_z(s; \theta) \geq \kappa_z
\]

\[
\beta VE_z(s; \theta) \geq \beta VE_{-z}(s; \theta).
\]

Entry costs for small and large stores in a given local market are likely to depend on a set of similar characteristics. This can depend on the geographic location determining the cost of buildings, logistics, and the distribution of consumers relative to stores (population and store densities), for example. To formally operationalize this in the model, we allow for correlations in the draws of entry costs for large and small stores. We assume that entry costs follow a unimodal distribution with the general
density function given by

\[ f(\kappa = \mu) = a^2(\mu - \frac{1}{a}) \exp(-a(\mu - \frac{1}{a})), \]

for \( \mu \in (1/a, \infty) \), where the parameter \( a \) \((a > 0)\) defines the boundary support for the entry cost \( \kappa \). Because of the boundary support, there will be no entry if the number of incumbents is very large. The entry costs for small (\( \kappa_{\text{small}} \)) and large stores (\( \kappa_{\text{large}} \)) in a local market are thus correlated because they reflect differences in costs for a store in a given local market due to, e.g., the costs of buildings and logistics. We expect higher entry costs for large stores because they require more land, building permissions and influence the traffic and the environment, i.e., \( \kappa_{\text{large}} > \kappa_{\text{small}} \). To allow for a correlation in entry costs, we assume that \( \kappa_{\text{large}} = \kappa_{\text{small}} + \mu \), where \( \kappa_{\text{small}} \) and \( \mu \) follow unimodal distributions with parameters \( a_1 \) \((a_1 > 0)\) and \( a_2 \) \((a_2 > 0)\), respectively. The parameters \( a_1 \) and \( a_2 \) are estimated in the second stage together with \( \sigma_z \).

We now define the continuation values, profits, and exit probabilities as vectors and define a matrix of transition probabilities \( W^e_z \) that indicates the transition from state \( s \) to state \( s' \neq s \) for type \( z \)

\[ VC_z(\theta) = W^e_z[\pi_z + \beta VC_z(\theta) - \beta \sigma_z(1 - p^e_x)], \tag{7} \]

which implies that

\[ VC_z(\theta) = [I - \beta W^e_z]^{-1} W^e_z[\pi_z - \beta \sigma_z(1 - p^e_x)], \tag{8} \]

where \( I \) is the identity matrix. Using nonparametric estimates of \( W^e_z \) and \( p^e_x \) from the data, we can obtain an estimate of the value function at each state. There is no dependence over time in the transition probabilities.\(^{19}\)

For potential entrants, the value of entry is

\[ VE_z(\theta) = W^e_z[\pi_z + \beta VC_z(\theta) - \beta \sigma_z(1 - p^e_x)], \tag{9} \]

where \( W^e_z \) is the transition matrix that yields the probability that an entrant starts operating at \( s' \) conditional on entering in state \( s \).

\(^{19}\)The presence of serially correlated unobservables is discussed in detail in Sections 4 and 7.
**Equilibrium.** Incumbents and potential entrants make simultaneous moves, and they both form perceptions of the entry and exit of their rivals. In equilibrium, these perceptions must be consistent with the stores’ actual behavior. The incumbents’ perceptions of rival incumbents’ behaviors are identical for all rivals of the same type. Similarly, all potential entrants have the same probability of entering with a given type. The solution concept is a Markov Perfect Equilibrium. Yet, more than one equilibrium might exist. As in POB, the model guarantees that in the recurrent class, there is only one profile of equilibrium policies that is consistent with a given data-generating process. The data will thus select the equilibrium that is played. As POB argue, the correct equilibrium will be selected if samples are sufficiently large. For this purpose, the present paper exploits the detailed data that we have access to, covering the total population of stores in Sweden for a long period of time. Appendix D provides details regarding the construction of the transition matrices.

**Comparisons to alternative approaches: static and dynamic.** The model rests on several assumptions that are already grounded in the POB-type models, e.g., cost draws are i.i.d., timing assumptions on entry. Our model differs from previous work based on the POB framework in the following ways: First, we account for heterogeneous stores. Second, we allow the cost draws of different store types to be correlated. Third, we use a demand system and data on store-level prices to recover variable profits.

We can compare our dynamic model with static, two-period models that allow for heterogeneous types. The static entry models with identical firms developed by Bresnahan and Reiss (1987) and Bresnahan and Reiss (1991) are extended to account for heterogeneous players by Mazzeo (2002) and Seim (2006) (Berry and Reiss (2007) survey this literature). A static analysis based on cross-sectional data cannot separately identify sunk costs from fixed costs, is unable to explain the descriptive patterns of entry and exit that we observe in our data, and requires the market structure to be in long-run equilibrium. Our model differs from the static models of heterogeneous firms in the following ways: First, we distinguish short-run

---

20 For details and explanations, see Pakes et al. (2007)
21 Applying a static model to cross-sectional data from 2001 might thus yield substantially different results than using data from 2008, where there are 16 percent fewer stores and 3.5 percentage points more large stores.
profits from long-run profits (continuation and entry values). Second, we distinguish sunk costs from fixed costs. Third, we allow for transitions in the market structure over time and let the prior market structure and the number of stores to influence the future market structure. In summary, a dynamic model is necessary if one wishes to quantify how profitability and market structure change due to entry, exit and policy modifications.

There are previous works combining static entry models with a static demand system (Gowrisankaran and Krainer, 2011) and using dynamic models of demand (Gowrisankaran and Rysman, 2012). We contribute to this literature by jointly considering a dynamic entry and exit setting with a static demand framework.

4 Identification and estimation

The empirical implementation proceeds in four steps: First, we construct variable profit measures for each store by estimating a discrete choice demand model. Second, we estimate the parameters of the profit-generating function at the store-type level, which is used to compute the variable profits for small and large store types in different states. Third, we estimate the transition probabilities, which are used to compute the continuation and entry value functions. Fourth, we estimate the cost distributions (fixed and sunk) for each store type in liberal and restrictive markets.

4.1 Demand and profits

To estimate the dynamic model, we construct the average variable profits by store type for each market-year observation. Given the presence of heterogeneous stores, we must take care in calculating profits, as we must account for all systematic differences in profits between the store types. To do so, we rely on a demand model because understanding preferences that determine the incentives facing producers is key (Ackerberg et al., 2007). Generally, accounting (book-value) profits are viewed with skepticism (Scherer and Ross, 1990). For robustness, we check and find that the constructed profits are in line with the aggregated profits reported by
Demand estimation. To construct variable profits, we rely on a static
demand system for retail food because consumers purchase food products,
which are of limited durability, on a frequent basis. We adopt a nested
logit specification with correlation $\tau$ across stores belonging to the same
group of store type $z \in \mathbb{Z}$. The arguments for using store types as nests
rely on the assumption that store type likely influences consumer choice.
Consumers acknowledge that stores differ and perceive similar store types
to be closer substitutes. This allows preferences to be correlated across
stores of a certain type. Following Berry (1994), the utility of consumer $i$
of store $j$ in local market $m$ is given by

$$u_{ijmt} = \delta_{jmt} + \zeta_{izmt} + (1 - \tau)\epsilon_{ijmt},$$

where $\epsilon_{ijmt}$ is identically and independently distributed extreme value, $\zeta_{izmt}$
is common to all stores in group $z$ and has a distribution function such that
if $\epsilon_{ijmt}$ is a random variable, $[\zeta + (1 - \tau)\epsilon]$ is extreme value distributed with
$\tau \in [0, 1]$ measuring the within-group correlation in idiosyncratic preferences.

Let $\delta_{jmt} = x_{jmt}\beta - \alpha p_{jmt} + \eta_f + \eta_m + \xi_{jmt}$, where $x_{jmt}$ are control
variables such as the log of store size ($m^2$), average local market income,
and income squared; $p_{jmt}$ is the price of the product basket; $\eta_f$ are dum-
mies for the main firms (ICA, Axfood, Coop, and Bergendahls); and $\eta_m$ are
fixed effects for local markets. The remaining demand shocks $\xi_{jmt}$ are not
correlated across store types and markets and could include a store’s local
advertising, for example. Integrating out over the idiosyncratic preferences
yields the estimable demand equation

$$\ln(s_{jmt}) - \ln(s_{0mt}) = x_{jmt}\beta - \alpha p_{jmt} + \tau \ln(s_{jmt|z}) + \eta_f + \eta_h + \xi_{jmt},$$

$^{22}$Section 7 and Appendix G provide additional information on profits and links to
previous work on POB-type models, i.e., constructing profits from observed sales and
using cost approximation (Holmes, 2011; Dunne et al., 2013).

$^{23}$While the nested logit demand model relaxes the logit assumption of uncorrelated
consumer preferences across stores by allowing preferences to be correlated across stores
within a group (small or large), it nevertheless imposes restrictions on cross-price elast-
icities, which are symmetric within a group (Grigolon and Verboven, 2013). Berry et al.
(1995) and Berry et al. (2004) provide rich discrete choice frameworks to model demand.
where \( s_{jmt} \) is the market share of store \( j \) constructed using the quantity of a product basket that a store sells in year \( t \) in market \( m \), i.e., \( q_{jmt} = sales_{jmt}/p_{jmt} \) and \( s_{jmt} = q_{jmt}/\sum_{k \in m, k \neq j} q_{kmt} \). \( s_{jmt|z} \) is the within-group share of store \( j \) in group \( z \) in market \( m \) and \( s_{0mt} \) is the market share of the outside option defined as buying food from stores not affiliated with the four main firms. We form moment conditions on \( \xi_{jmt} \) to identify \( \alpha, \beta \) and \( \tau \).

**Store profits.** The variable profits of store \( j \) are given by

\[
\pi_{jmt} = (p_{jmt} - mc_{jmt})q_{jmt}(p, x; \psi),
\]

where \( mc_{jmt} \) is the marginal cost of store \( j \) in market \( m \); \( q_{jmt} \) is the quantity of food product baskets sold by store \( j \); \( p \) is the price vector; \( x \) is the store characteristics matrix; and \( \psi = (\alpha, \beta, \tau) \) represents parameters to be estimated.\(^{24}\)

We assume that stores compete in prices, determining the basket price, and that \( p_{jmt} \) is the result of a pure strategy Nash equilibrium. The fact that individual stores determine their own prices in Sweden supports this assumption.\(^{25}\) In the standard nested logit specification, derived in Berry (1994), the price minus marginal cost takes a simple analytical form

\[
p_{jmt} - mc_{jmt} = \frac{(1 - \tau)}{\alpha} \left[ 1 - \tau s_{jmt|z} - (1 - \tau)s_{jmt} \right].
\]

**Identification.** To estimate equation (11), we require instruments for the endogenous variables price \( p_{jmt} \) and the within-group share \( s_{jmt|z} \). There is variation in prices across store types, firms, markets and years. As instruments for \( p_{jmt} \), we use the main cost shifters for retail food stores (\( w_{jmt} \)), which are the labor and logistics costs. We proxy for these costs using average wages and the distance to the nearest distribution center for each store type, firm and market. These instruments are correlated with the store’s price because of the service production costs, and they do not in-

\(^{24}\)Using market share based on sales, the variable profits are computed as \( \pi_{jmt} = (p_{jmt} - mc_{jmt})M_{jmt}(p, x; \psi) \), \( M \) is the total market size, i.e., the number of consumers that purchase the food product (our product basket).

\(^{25}\)The first-order conditions then imply that \( s_{jmt}(p, x; \psi) + (p_{jmt} - mc_{jmt})\frac{\partial s_{jmt}(p, x; \psi)}{\partial p_{jmt}} = 0. \)
clude store-specific demand shocks. As an instrument for \( s_{jmt|z} \), we use the log of the number of stores of each type in the local market. In addition, we also use the average number of stores of each type in other local markets. Moreover, any function of these variables is a valid instrument. The parameters \( \beta \) are identified using moment conditions on \( x_{jmt} \). Section 7 discusses robustness results using additional identification strategies for the demand equation.

**Store type profits.** We use the demand estimates to construct variable profits for each store type, market and year according to

\[
\pi_{zmt} = \frac{1}{n_{zmt}} \sum_{r=1}^{n_{zmt}} (p_{rmt} - mc_{rmt}) q_{rmt}(p, x; \psi),
\]

where \( n_{zmt} \) is the number of stores of type \( z \) in market \( m \). In addition, Section 7 and Appendix G discuss alternative approaches to constructing operating profits similar to Holmes (2011) and Dunne et al. (2013).

**Estimation of profit-generating function.** We employ a rich specification of the profit function. The profits of store type \( z \) in market \( m \) in year \( t \) is a function of the state variables

\[
\pi_{zmt} = \gamma_0 + y_{mt} \gamma_y + \gamma_z n_{zmt} + n_{zmt} \gamma_{zd} d_{zmt} + \gamma_{z2} n_{zmt}^2 + n_{-zmt} \gamma_{-z} + n_{-zmt} \gamma_{-zd} + n_{-zmt}^2 \gamma_{-z2} + d_{zmt} \gamma_d + \epsilon_{zmt},
\]

where \( n_{zmt} \) is the number of stores of the own type; \( d_{zmt} \) is a dummy matrix for types; \( n_{-zmt} \) is the number of rival type stores (it is a matrix if there are more than two types); \( y_{mt} \) includes exogenous state variables (profit shifters) and market-year fixed effects; \( \epsilon_{zmt} \) is a type-market specific error term that is i.i.d.; and \( \gamma \) is the parameter vector to be estimated.

Controlling for type implies different profit functions for types. We include all covariates in the demand function and marginal cost function. Income and population are key variables that shift retail demand. Distance to the

---

\(^{26}\)The average prices of stores of the same type in other local markets can also be used as an instrument for \( p_{jmt} \) (Hausman, 1997; Nevo, 2001; Hendel and Nevo, 2006). This instrument is correlated with the store’s price because of the service production costs and is valid if there are no national demand shocks.
distribution center and wages shift costs. We also control for local market regulation and for unobserved heterogeneity using market fixed effects.

To better control for unobserved market effects when estimating the cost parameters and to reduce the dimensionality of the state space, we use the index variable \( y_{mt} \) as the third state variable in the dynamic model. We construct \( y_{mt} \) based on estimates from (15), i.e.,

\[
y_{mt} = \sum_{k=1}^{K} (x_{mt}^k)^2 \gamma_2 + \sum_{k=1}^{K} x_{mt}^k \gamma_1 + \hat{f}_m,
\]

where \( x_{mt}^k \) is one of the observed local market or store characteristics (income, distance to the distribution center, population, and regulation) that affects stores’ profits and \( \hat{f}_m \) are estimated local markets fixed effects. We use the above specification. Our results are robust, however, to the inclusion of different combinations of variables in the index \( y_{mt} \). Section 7 discusses robustness and presence of serially correlated unobservables.

### 4.2 Value functions and transitions between states

To compute the continuation values for incumbents (\( VC_z \)) and entrants (\( VE_z \)), we need to calculate the expected discounted future profits that the store would obtain from counterfactual future states. The transition probability matrices (\( W_c^z \)) and (\( W_e^z \)) are computed for each store type and local markets with different degrees of entry regulation using the observed states in the data, i.e., empirical transition probabilities. As explained in Section 2, we define municipalities as having a restrictive (liberal) implementation of the PBA if the regulation index is below (above) median. The grouping of local markets is considered exogenous to the stores, and we consequently do not attempt to model expected changes in regulations over time (Dunne et al., 2013).

We estimate the transition probabilities using all municipalities in Sweden with a population of fewer than 200,000, i.e., large cities, such as

---

27 The minimum distance to the nearest distribution center is calculated for each store and owner (firm).

28 An alternative approach to reduce the dimensionality of the transition matrices is to classify geographic markets into smaller groups and exploit the fact that the market fixed effect does not change over time (Dunne et al., 2013). The advantage of a static profit estimation approach is that it allows us to better control for unobserved heterogeneity. The presence of serially correlated unobservables can induce a positive bias on competition parameters in the profit regression, i.e., we provide conservative estimates. The robustness section considers serially correlated unobservables in greater detail.
Stockholm, Gothenburg, and Malmö, are excluded. The number of small store types in each market varies between 2 and 55, and there are between 2 and 19 large stores in each market. As the exogenous index variable $y_{mt}$ is continuous and part of the state space, we discretize the index in five groups based on quantiles to reduce dimensionality of the state space. We analyze 290 local markets over 8 years, and the different configurations of small stores, large stores and the market index yield a high dimensional state space. The dimensionality of the generated state space is 2,548 states in markets with restrictive entry regulations and 3,888 states in markets with liberal entry regulations (explained below).

Appendix D presents the technical details used to construct the empirical transition matrices. Pakes et al. (2007) provide a detailed discussion of the advantages of using empirical transition matrices over structural ones. For structural transitions, we need to impute entry and exit rates for states that are not observed in the data, which might affect the estimation of the cost parameters. However, the empirical transition matrices ($W^C_z$) and ($W^E_z$) are sparse because not all states are observed in the data, which can increase the variance in the estimates of $VC_z$ and $VE_z$. Following POB’s suggestion (“smoothing” the value functions), we estimate continuation and entry values for the states observed in the data and then use b-splines to obtain $VC_z$ and $VE_z$ for the states that are not observed in the data (Appendix D). Therefore, the “smoothed” $VC_z$ and $VE_z$ are used in the estimation of the cost parameters.

4.3 Estimation of entry and fixed costs

The final stage involves parameter estimation of sunk costs ($\kappa_z$) and fixed costs ($\phi_z$) for each store type in local markets with restrictive and liberal regulation. The continuation value is computed for each state and is known

\footnote{The dimensionality of the generated state space is determined according to all possible combinations of the number of small stores, the number of large stores and values of the market index. After the transition matrices are computed, they are retained in memory to increase computational efficiency. Calculating the inverses of the transition matrices is the most demanding computational task. Our code, which is written in Java, uses sparse matrices and parallel computing. For two types, it takes less than one minute to compute all matrices necessary to evaluate the value functions on an ordinary laptop with a dual-core processor.}

\footnote{The results are robust to using simple linear regressions instead of b-splines.}
up to the parameter of the distribution of fixed costs $F_{\phi z}$. The value of entering depends on the entry cost draw from the distribution $F_{\kappa z}$. A minimum distance estimator or indirect inference estimator can be used to estimate the cost parameters. Both estimators yield similar estimates in our application, which is unsurprisingly because indirect inference is also a GMM estimator. In the case of indirect inference, we use ordinary least squares (OLS) to regress entry and exit probabilities from the data and the model, respectively, on the state variables, i.e., $p = s \rho$, and save the estimated coefficients $\rho$ (data) and $\rho(\theta)$ (model). The criterion function minimizes the distance between the regression coefficients:

$$\hat{\theta} = \arg \max_\theta [\hat{\rho} - \hat{\rho}(\theta)]' A_R [\hat{\rho} - \hat{\rho}(\theta)],$$

where $A_R$ is the weighting matrix.\(^{31}\) Appendix E describes details regarding the estimation.

## 5 Results

This section discusses the estimated results for the demand estimation, profit-generating function, cost parameters, and the implied continuation values and probabilities to enter and exit.

### 5.1 Demand estimates

Table 3 reports the estimates of the demand equation (11) using OLS and two-stage least squares. The first specification (columns 1-2) contains store size ($m^2$) and dummies for the main firms (ICA, Axfood, Coop, and Bergen-dahls), whereas the second specification (columns 3-4) adds average local market income and income squared. The price coefficient ($\alpha$) is positive and significant in all specifications.\(^{32}\) As expected, the coefficient is smaller

---

\(^{31}\) A minimum distance estimator that minimizes the distance between theoretical and observed probabilities is employed to estimate the cost distribution parameters. Let $\hat{p}_0$ be the vector of exit and entry probabilities that are observed in the data for each type and that are, therefore, used to estimate the transition matrices. The vector of theoretical probabilities $\hat{p}_1$ is obtained from the assumed cost distributions and computed value functions. The minimum distance estimator is defined as:

$$\theta = \arg \max_\theta [\hat{p}_0 - \hat{p}_1(\theta)]' A_R [\hat{p}_0 - \hat{p}_1(\theta)]$$

\(^{32}\) Note that the price enters the demand equation (11) with a negative sign.
after we control for the endogeneity of price and local market characteristics that shift demand. In the OLS specifications, the coefficient of the within-store-type (group) share is approximately 0.90. It decreases to 0.637 when instrumenting within-type share, which is consistent with the existence of demand shocks that affect both total demand and within-type share. The coefficients for store size and dummies for major firms are positive, as anticipated.

Having obtained the demand estimates, we compute the implied price elasticities. We calculate unweighted average own- and cross-price elasticities for all markets. Table 4 presents the own- and cross-price elasticities for small and large stores, reporting cross elasticities both within and between store types. The average own-price elasticity is -3.871 for a small store and -3.001 for a large store. The average cross-price elasticity for the same store type is 0.125 for small stores and 0.221 for large stores. These findings indicate that asymmetric competition exists within store types, i.e., the own-price elasticities are larger (in absolute terms) than the cross-price elasticities. Among the cross-price elasticities for the rival store type, the impact of increasing the prices of small stores on the market shares of large stores (0.031) is smaller than that of increasing the prices of large stores on the market shares of small stores (0.221). Cross-price elasticities provide information on which store type gains the most market share if the rival type increases its price by 1 percent. Small stores gain more than large ones when the price of the rival store type increases. In other words, consumers prefer large stores if prices are sufficiently low to compensate for transportation costs.

We use the demand estimates to construct average variable profit for small and large stores according to equation (14). To evaluate how well our predicted variable profits correspond to stores’ actual profits, we compare our profit measures using accounting information on reported profits from Statistics Sweden (SCB). We can obtain a measure of operating profits by subtracting the estimated average fixed cost from the second stage (results are reported in Section 5.3) from our variable profit estimates. Overall, our predicted operating profits are good approximations of the annual operating profits reported by SCB. Our findings show a median variable profits of SEK 1.5 million for small stores and SEK 14.3 million for large stores. The next step is to use these profits to estimate a profit-generating function and
obtain an estimate of stores’ profits for each value of the state space.

5.2 Estimation of profit function

Table 5 reports the estimates of the profit-generating function using a single-form specification for both types but accounting for type. The dependent variable is the log of mean variable profits for each store type and market. Using the OLS estimator, we consider four specifications. Specification $M_1$ uses the number of small and large stores, the number of small and large stores squared, the store-type dummy, the store-type dummy interacted with the number of small and large stores, population, distance to the nearest distribution center and squared terms of these exogenous variables as covariates. $M_2$ adds local market fixed effects, $M_3$ adds income, and $M_4$ also includes the local market regulation index. Specifications $M_3$ and $M_4$ include the covariates in the static demand estimation and are fully consistent with our model. The relative difference between the profits of small and large stores is more meaningful than our absolute estimation, which depends on our assumptions presented in Section 4.

In all specifications, the coefficient for the number of small stores is negative and statistically significant at the 1 percent level. On average, an additional small competitor decreases the profits of a small store by approximately 8 percent ($M_1$). The coefficients and marginal effects for the number of large stores are also negative in all specifications. The coefficient of the number of large stores squared is statistically significant at conventional levels. The marginal effects show that profits of small/large stores decrease by approximately three times more from an additional large store than from an additional small store. The marginal effects for both the number of small and large stores decrease by about 1-2 percentage points when we control for local market fixed effects.

The positive and significant coefficient for the dummy for large stores indicates that large stores earn higher profits than small stores, which is what we observe in the data. The interactions of the number of small/large

---

33 The reported results are averages of the estimated variable profits over markets. These estimates come from aggregate data at the type level that are based on our nested logit demand estimates. Section 7 and Appendix G discuss an alternative methodology to construct profits.

34 Marginal effects are computed using averages of the continuous variables.
competitors and the dummy for large stores provide evidence of competition from large stores. Large competitors decrease profits to a greater extent for small stores than for large ones. With the addition of a large store, the decrease in profits is nearly 7 percentage points greater for small stores than for large stores. This result indicates that the short-run profits of small stores decrease owing to the entry of large competitors, which is consistent with the long-run trend of larger but fewer stores in the market.

The coefficient for distance to the nearest distribution center is negative and statistically significant at the 1 percent level in all specifications. That lower logistics and distribution costs increase profits is consistent with results obtained for Walmart (Basker and Noel, 2009, Holmes, 2011). The coefficients for income are positive and significant at conventional levels.

5.3 Structural parameter estimates

Table 6 presents parameter estimates for the distributions (Panel A) and the average (in millions of 2001 Swedish kronor) (Panel B) of fixed costs and entry costs for each store type (1 USD=9.39 SEK, 1 EUR=8.34 SEK). We estimate the entry cost parameters for markets with restrictive and liberal entry regulations (Section 2).

We present results for the four different profit function specifications. As expected, large stores have higher fixed costs and entry costs than small stores and entry costs are higher in restrictive markets. These results are robust across all specifications. For expositional simplicity, we focus on $M_4$ which is fully consistent with our model. The average fixed cost is 10 times higher for large than for small stores. Small stores have entry costs of SEK 8.609 and SEK 11.746 million in liberal and restrictive markets, i.e., 20 percent lower in liberal than in restrictive markets. For large stores, the corresponding entry costs are SEK 86.760 and SEK 94.324 million, i.e., 8 percent lower in liberal than in restrictive markets.

To evaluate the extent to which our average entry cost estimates are reasonable, we compare them to publicly available investment costs for new stores. The reported cost, including land, buildings, and equipment, is 8.5 million for a small Coop store in a small market (Årjäng), 80 million for a large ICA store in a relatively large market (Malmö), and 123 million for the largest ICA store in a relatively large market (Västerås). Our esti-
mates of sunk entry costs include other costs such as those related to the regulatory process. Nevertheless, the range of our cost estimates appears empirically reasonable when assessing the magnitude of our implied value functions.

**Value functions and store-type differentiation.** We use the estimated parameters to evaluate the continuation value of incumbents ($V_{Cz}$), the value of entry for potential entrants ($V_{Ez}$), and the probabilities of exit ($p_{x}^{z}$) and entry ($p_{e}^{z}$) for small and large stores.\textsuperscript{35} The value functions are computed for each state (in millions of 2001 SEK). $V_{Ez}$ does not depend on the estimated parameter of the entry cost distribution. However, lower entry rates imply higher entry costs. The slope of the profit function indicates the strength of short-run competition, and entry and exit have a long-run impact on store profits.

Table 7 reports the distribution of the value functions ($V_{Cz}$, $V_{Ez}$) for small and large incumbents and entrants in the observed markets with restrictive and liberal regulations. For both store types, the median $V_{Cz}$ and $V_{Ez}$ are lower in liberal than in restrictive markets.

**Long-run competition.** Based on our cost estimates, we obtain the continuation and entry values and entry and exit probabilities for each state in the state space. This information is extremely rich when considering two store types and having a high dimensional state space. To make the presentation tractable, we also estimate reduced-form regressions (OLS estimator) to summarize the impact of changes in the state space variables on $V_{Cz}$, $V_{Ez}$, $p_{x}^{z}$ and $p_{e}^{z}$. The long-run marginal effects are functions of number of small stores, number of large stores, and the local market index that help to explain the observed heterogeneity in long-run profits, entry, and exit across markets.

Table 8 shows the average marginal effects of an additional store on $V_{Cz}$, $V_{Ez}$, $p_{x}^{z}$ and $p_{e}^{z}$ in liberal and restrictive markets. Long-run profits decrease when the number of stores increases. An additional large store decreases long-run profits for small stores to a greater degree than the long-run profits for large stores (-0.0352 vs. -0.0450). An additional small

\textsuperscript{35}As noted, we assume that the fixed costs follow an exponential distribution and that the entry costs follow a unimodal distribution (see POB). We can assume other distributions. The computational burden substantially increases, however, using another distribution for fixed costs because we need to use contraction mapping to compute $V_{Cz}$. 
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store decreases long-run profits for small stores to a greater extent than for large stores (-0.0180 vs. -0.0174). These results demonstrate persistence of asymmetric store-type competition in the long run. For small incumbents, approximately two additional small stores are needed to generate the same decrease in long-run profits as an additional large store. However, fewer small stores are needed to compensate for the reduction in long-run profits caused by an additional store in restrictive than in liberal markets. These findings are consistent with our profit-generating function estimates and emphasize asymmetric competition between store types. Small stores are more likely to exit and less likely to enter when an additional small or large store operates in the market. Large stores are more likely to exit and less likely to enter when an additional small or large store operates in a restrictive market. However, large stores are less likely to exit when an additional small operates in the liberal market. Thus, our model mimics the observed trend toward larger but fewer stores observed in the data. An additional large store decreases the value of entry of large stores by 2-3 percentage points more than for small stores. The decline in long-run profits ($V_{C,z}$ and $V_{E,z}$) due to an additional store in the market is larger in regulated than in liberal markets, i.e., there is a larger competitive effect in restricted markets, which have higher profits than liberal markets.

6 Counterfactual policy experiments

Policymakers face the challenge of deciding whether new small or large stores are allowed to enter a local market. It is therefore crucial to understand changes in long-run profitability and the entry and exit of own and rival store types when stimulating the entry of large and/or small stores. Our goal is to evaluate policies that target different store types and local markets with various degrees of regulation. The asymmetric and indirect effects of such policies remain an open empirical question, which is difficult to predict from a theoretical perspective. We use the estimated model to conduct counterfactual policy experiments and quantify how changes in the underlying cost distributions influence the endogenous long-run profits, continuation value, value of entry, probabilities of entry and exit, and net change in market structure.
We focus on local markets with restrictive regulation and compare three alternative policies (Dunne et al., 2013). In these markets, we replace the parameters of the entry cost distributions with those that we obtain in the liberal markets. First, we reduce the entry cost for both small and large stores in restrictive markets to be equal to those in liberal markets (CF-1). Second, we only reduce the entry cost for large stores in restrictive markets to be equal to those in liberal markets (CF-2). Third, we only reduce the entry cost for small stores in restrictive markets to be equal to those in liberal markets (CF-3). By only encouraging the entry of either large or small stores, we can evaluate the indirect effect on the dynamics of the rival store type. Even if the cost for different store types will be equal across all markets, we expect to observe changes in market structure dynamics in the long-run due to the existing market structure and the market characteristics.

For the alternative values of the entry costs, we solve the incumbent and entrant stores’ optimization problems for \( VC_z \) and \( VE_z \) at each grid point. We compute the equilibrium values of small and large stores’ perceptions of the number of entrants and exits for survivors and entrants (Pakes et al., 2007). In other words, we re-compute transition matrices for incumbents and entrants of each store type in markets with different regulations. We assume that the potential small and large store entrants follow different Poisson distributions (Section 7 provides additional details on potential entrants).\(^{36}\)

**Industry dynamics and store-type differentiation.** For each store type, we compute the difference (in percent) between the predicted long-run profits, values of entry, and probabilities of entry and exit, based on the new entry costs (from liberal markets) and our long-run profits obtained from the estimated entry costs in restrictive markets. Table 9 reports the

\(^{36}\)The parameters of these Poisson distributions are selected to match the Swedish local markets, where the expected number of potential entrants for both small and large stores is 9. The procedure automatically performs different tests to check whether we obtain reasonable transition probabilities that are consistent with the behavior observed in the local markets. A large value for the expected number of potential entrants substantially increases the computational burden substantially when two store types are used (a large number of combinations is required to compute the value of an element in the transition matrices). Based on the discussions with market participants and as that the number of stores decreases over time, it is unreasonable to assume that there are an infinite (or very large) number of potential entrants in the retail food industry.
average and sum of these differences by store type and market with high-profit and low-profit regimes. Although all stores are regulated in Sweden, we primarily focus on policies reducing entry costs for large stores, i.e., CF-1 and CF-2. The probability of entry increases after reducing the entry costs, i.e., total and average changes in entry probabilities are positive for both store types. More intense competition due to lower entry costs increases the probability of exit for both small and large stores, i.e., the total and average changes in exit probabilities are positive. In addition, the continuation value of incumbents decreases for both small and large stores after reducing entry costs, which also indicates an increase in competition.

The policy experiments CF-1 and CF-2 help us to understand the asymmetric changes in store type competition in the long run in markets with high and low profit regimes. Overall, there is heterogeneity across store types and local markets. First, both policy experiments show more intense competition for stores in markets with a low-profit regime, i.e., $VC_z$ decreases more in markets with a low-profit than a high-profit regime.\(^{37}\) The $VC_{small}$ in CF-2 decreases by approximately 2-3 percentage points more than under CF-1 in low-profit regime markets (-0.051 vs. -0.028). In other words, on average, the competitive pressure on small stores in low-profit markets is larger when only incentives are provided for the entry of large stores instead of both store types. Under both CF-1 and CF-2, long-run profits for large stores ($VC_{large}$) decrease by approximately 3 percent in both market types. Policy experiment CF-2 provides an example of increasing competitive pressure from large stores on small stores without explicitly encouraging the entry of small stores. The findings under CF-2 show that the drop in long-run profits of small stores in low-profit markets is approximately 4 percentage points larger than in high-profit markets.

Second, when reducing entry costs for small and large stores (CF-1), the probability of a small store entering is 2 percentage points higher in low-profit markets than in high-profit markets or when only reducing entry costs for large stores (CF-2), i.e., 0.063 vs 0.048 or 0.039. Furthermore, the entry of large stores is 0.5 percentage points more likely when only reducing entry costs for large stores rather than for both store types. Lower entry costs for both store types thus increase the likelihood of entry for

\(^{37}\) A market is denoted as having a low-profit regime if the local market index $y_{mt}$ is below the median.
small stores to a greater extent than for large ones. Therefore, a reduction in small stores’ entry costs has an important impact on the entry of small stores, especially in low-profit markets. The aggregate summary statistics on the long-run profits for potential entrants show large dispersion in changes (due to large positive changes in certain markets). Because of the increased competition due to the decline in entry costs, the median decline in the $VE_z$ of large stores is approximately 2 percent.

**Changes in long-run competition.** Using our cost estimates, we evaluate the marginal effects concerning how long-run profits and the probabilities of entry and exit change with the state variables (the number of small and large stores). To assess whether the intensity of long-run competition changes when we reduce entry costs, we re-compute these marginal effects after imposing the counterfactuals (CF-1 – CF-3). Table 10 shows the average marginal effects of $VC_z$, $VE_z$, $p^x_z$, and $p^e_z$ with respect to the number of small and large stores before and after the counterfactual policy experiments. This allows us to understand changes in asymmetric competition between small and large stores due to modified entry policies, which is crucial when considering the trade-offs of entry between small and large store types.

For small stores, competition from large stores intensifies after entry costs are reduced, i.e., an additional large store results in more substantial declines in the continuation values for small stores. An additional small store, on the contrary, results in smaller reductions in the continuation values for both store types. We compute how many small stores are needed to obtain the same decrease in long-run profits as one large store before and after changes in entry costs, i.e., the ratio $r_z = (\partial f_z / \partial n_{large}) / (\partial f_z / \partial n_{small})$, where $f_z = \{VC_z, VE_z, p^x_z, p^e_z\}$. Before the counterfactuals, $r_{small}^{before-cf} = 1.92$ and $r_{large}^{before-cf} = 2.58$. After the policy experiments, we have $r_{small}^{cf-1,2,3} = \{2.06, 2.07, 2.05\}$ and $r_{large}^{cf-1,2,3} = \{2.47, 2.46, 2.44\}$. The reduction in entry costs increases the competitive effect on continuation values of large on small stores relative to small on small. Only reducing the entry cost for large stores (CF-2) yields the largest number of small stores needed to compensate for the reduction in the long-run profits of small stores caused by a large store. Reducing only the entry cost for small stores (CF-3) gives the lowest number of small stores needed to obtain the same reduction in long-run profits of large stores caused by another large store.
After reducing entry costs in the policy experiments, the increase in the exit probability of small stores does not change if there is an additional store (small or large) in the market. Furthermore, the exit of large incumbents is even less likely if an additional small or large store operates in the market. A reduction in entry costs causes the entry probability to decrease to an even greater extent with each additional store in the market, which suggests increasing in competition.

In summary, our comparison of alternative policies for small and large stores show that lower entry costs increase entry and exit while also decreasing the long-run profitability of incumbents through fiercer competition. A policy that only targets the entry of large stores has substantial implications for the entry, exit and profitability of small stores. The presence of such an indirect policy spillover effects across store types cannot be captured using either a static model or a dynamic model of homogeneous stores - both of which were previously used in the literature. A policy that only encourages the entry of small stores (CF-3) is more effective at increasing the competitive pressure on both small and large stores in the long run, i.e., it induces a larger decrease in VC and VE for both small and large stores with an additional store in the market. Exogenous features of local markets will play a role in determining the long-run profits and market structure resulting from policy changes.

Our counterfactuals show that in markets with store-type differentiation, we need to evaluate the heterogeneity in stores’ responses to policy changes, as stores of one type indirectly influence rival types through short-run competition, which in turn determines the endogenous evolution of the market structure over time.

7 Robustness analysis

In this section, we discuss the robustness of our main results. Our main findings are not affected by alternative measures of regulation and profits, different demand and profit function specifications, or changes in the number of potential entrants. Finally, we also highlight possible extensions of the dynamic model.

Regulation measures. We perform the following robustness checks of
our regulation measures. First, we present results concerning profit function estimation and cost estimates using the share of non-socialist seats as measure of the stringency of regulation (Appendix H). Liberal markets are defined as those with a non-socialist majority in local governments, whereas restrictive markets are those with a socialist majority. Second, our empirical findings are robust to different definitions and cut-off points of the regulation index. Third, we consider different weights of the variables included in the index.\footnote{The results of the latter two robustness checks are available from the authors upon request.}

**Alternative profit measures.** Constructing profits using a discrete choice demand model provides the advantage of improved control for heterogeneity at the store level. To address skepticism regarding using price information for a product basket, we present results using accounting profit information for robustness (Dunne et al., 2013). Assuming that stores of the same type have identical variable costs, we can construct the operating profits for each store type as the difference between the gross profit margin and the costs of rent and wages (Holmes, 2011). Using this profit measure, our results regarding asymmetric competition between store types remain robust (Table G.1 in Appendix G).

**Number of potential entrants.** To re-compute the new transition probabilities in the counterfactual policy experiments, we require the number of potential entrants of each store type. The new transition probabilities for incumbents and entrants are computed using the structural formulas in POB (pp.383). Because we employ two different GMM estimators and empirical transition probabilities that use the difference between observed and predicted entry and exit rates from the model, we do not need to have the number of potential entrants when estimating fixed and entry costs.\footnote{However, the use of a pseudo-log-likelihood estimator requires knowing the number of potential entrants (see pp.386 in POB).} Assuming a fixed number of potential entrants from an internal or external pool might be overly restrictive for retailing, as it is difficult to define an external pool, and the internal pool is sensitive to changes in local conditions and store type combinations. To relax these restrictions, we assume that the number of potential entrants of each store type comes from a Poisson distribution and that the mean of this distribution is not influenced by
changes in the degree of regulation.

A proper model of the endogeneity of potential entrants with respect to regulation is left to future research because it substantially complicates the modeling framework and computations and requires additional assumptions. Changes in regulation might affect entry by changing the number of potential entrants. We do not believe that this is as pronounced in our application to the Swedish retail food market as in many other industries for at least two reasons. First, there was no structural shift in regulation during the study period. Second, we observe multiple entries of large stores in local markets in two or more consecutive years in the data. Based on discussion with market participants and given that the number of stores decreases over time, it is unreasonable to assume that there are an infinite (or very large) number of potential entrants in the Swedish retail food industry. We observe a constant trend toward larger but fewer stores over time, and the aggregate demand for food products is not likely to change drastically over time.

**Demand specification.** In the demand analysis, we consider a product basket containing 11 products (Appendix B). Our main results are robust to using a small product basket with only three products. The results only indicate changes in the size of profits and costs, but the cost ratio for small and large stores remains the same. The profit estimates are robust to the method for constructing the market shares used in the demand estimation, i.e., if we use sales instead of quantify (Section 4.1 and footnote 24). The demand estimates using market shares based on sales are available from authors upon request.

In addition to the cost shifters, for robustness, the paper also uses additional instruments to identify the price coefficient: (i) the average prices of stores of the same type in other local markets (Hausman, 1997; Nevo, 2001; Hendel and Nevo, 2006); (ii) sum of the sales space of other stores with the same owner and the sum of the sales space of other stores of the same type but with a different owner (BLP instruments) (Berry et al., 1995). Our main findings are robust to the use of these additional instruments. It is important to note that using these instruments requires us to make additional assumptions. The average price in other markets is a valid instrument when there are no national demand shocks. The advantages and disadvantages of different types of instruments in identifying the demand
equation are discussed in detail in Nevo (2000).

**Serially correlated unobservables.** Our structural estimation results are robust to different combinations of variables in the local market index $y_{mt}$. Even if a rich profit function specification including local market fixed effects is used (equation (15) and Table 5), there might nevertheless be persistent differences in profits across markets due to unobserved factors. The presence of serially correlated unobservables can induce positive bias in the competition parameters in the profit regression. Thus, the expected negative effect of competition on profits might be underestimated due to unobserved heterogeneity, e.g., persistent demand shocks. In other words, the paper provides conservative estimates of the competition effects.

**Quantifying changes in long-run competition.** Table 9 reports the average and total marginal effects from changes in continuation and entry values and the probabilities of entry and exit when an additional small or large store operates in the market. To assess the sensitivity of the results, we also compute the entire distribution of the marginal effects. Our main results remain robust throughout the distribution of marginal effects (results are available from authors upon request). While analyzing the entire distribution provides rich information on competition effects, the averages and sums of marginal effects provide a consistent summary of these effects.

**Cost estimates and counterfactuals using sell-off values.** The model can be used to estimate sell-off values instead of fixed costs. For robustness, we consider cost estimates and counterfactual results using sell-off values rather than fixed costs in Appendix F. Table F.1 in Appendix F indicates that the average sell-off value is approximately 10 times higher for large than for small stores. The average entry costs for large stores are 18 percent lower in markets with liberal than with restrictive regulations (SEK 110.9 vs. 136.5 million). The corresponding difference is 10 percent for small stores (SEK 12.11 vs. 13.56 million). For both store types, the average $VC_z$ and $VE_z$ are lower in liberal than in restrictive markets (Table F.2). The decrease in long-run profits from an additional large store is approximately three times greater than that from an additional small store. Moreover, the reduction in long-run profits is greater for small than for large incumbents (Tables F.3-F.4). Counterfactual simulations show that decreasing the entry costs of small and large stores in restrictive markets to the levels observed in liberal markets results in higher entry rates and
lower long-run profits for incumbents (Table F.5).

**Modeling firm.** Because of computational complexity, this paper only controls for firm/owner in the static component of the model (the discrete choice demand). Using the framework to understand store dynamics on the basis of firm/owner is straightforward, however. A simple choice would be to drop the store type differentiation and only model the dynamics of the number of stores that are affiliated with ICA and Coop, for example. For an examination of entry regulation and an application to the Swedish retail food market, modeling store type differentiation is more interesting because it provides information concerning the trade-offs between small and large stores in a market in which all stores are regulated, which is important for both consumers and firms.

**Spatial differentiation.** Based on the descriptive patterns of the market trending toward larger but fewer stores, the current version of the paper presents an implementation that captures differentiation in store type. We capture the net competitive effects across store types given their geographic locations. It is straightforward to extend the model to also include differentiation in both type and location (Appendix I). The major constraints are the dimensionality of the state space and computational complexity.

### 8 Conclusions

This paper examines store dynamics and cost structures in the retail food market using a structural model of demand, entry and exit. The framework, which builds on Pakes et al. (2007), allows for differentiation in store type. We highlight the role of asymmetries between heterogeneous players in industry dynamics, an aspect that is difficult to assess in theory, two-period static entry models or through dynamic models with the entry and exit of homogeneous stores. We estimate the sunk entry costs and fixed costs for small and large stores in markets with different degrees of regulation to evaluate the role of regulations in determining industry dynamics. Based on the structural estimates, we perform counterfactual simulations to quantify the impact of entry regulations on long-run profits and market structure.

Using unique data on all retail food stores in Sweden from 2001 to
2008, we find strong competitive effects of large stores and different cost structures for small and large stores. The estimates of own- and cross-price elasticities, short- and long-run profits, and fixed and entry costs show asymmetries between store types. The decrease in a small store’s long-run profits from an additional large store is approximately twice that from an additional small store. Reduced entry costs lead to more intense competition among incumbents in markets with a low-profit regime, i.e., long-run profits decrease relatively more than in high-profit markets. Entry cost reductions exacerbate the trend that we observe in the data, by which competition becomes stronger from large stores and small stores exit. Policies that encourage the entry of only one store type significantly influence the endogenous entry, exit and continuation values of the rival store type. A comparison of alternative policies demonstrates, for example, that only providing entry cost reductions for large stores imposes substantial competitive pressure on small stores, which in turn induces the entry and exit of small stores despite that their entry costs are not explicitly targeted by the policy.

Future research could assess the importance of spatial differentiation and ownership in determining the observed differences in the cost structure. These two features have yet to be implemented into the dynamic section of the current analysis and could provide additional information regarding the nature of competition and differences in cost structures. Future research could also determine how labor costs and new technology affect the market structure and, therefore, market dynamics.
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### Table 1: Characteristics of the Swedish retail food market

<table>
<thead>
<tr>
<th>Year</th>
<th>No. of stores</th>
<th>No. of entrants</th>
<th>No. of exits</th>
<th>Sales space (m²)</th>
<th>Sales total share large</th>
<th>Sales total share large</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total</td>
<td>share large</td>
<td></td>
<td>total</td>
<td>share large</td>
<td>total share large</td>
</tr>
<tr>
<td>2001</td>
<td>5,240</td>
<td>18.2</td>
<td>385</td>
<td>2,783,921</td>
<td>0.578</td>
<td>155,312,368</td>
</tr>
<tr>
<td>2002</td>
<td>4,926</td>
<td>19.3</td>
<td>71</td>
<td>2,704,713</td>
<td>0.579</td>
<td>158,576,880</td>
</tr>
<tr>
<td>2003</td>
<td>4,882</td>
<td>19.6</td>
<td>113</td>
<td>2,770,370</td>
<td>0.582</td>
<td>167,942,368</td>
</tr>
<tr>
<td>2004</td>
<td>4,770</td>
<td>19.8</td>
<td>128</td>
<td>2,791,441</td>
<td>0.579</td>
<td>172,090,400</td>
</tr>
<tr>
<td>2005</td>
<td>4,680</td>
<td>20.0</td>
<td>167</td>
<td>2,885,817</td>
<td>0.576</td>
<td>175,726,624</td>
</tr>
<tr>
<td>2006</td>
<td>4,564</td>
<td>20.5</td>
<td>126</td>
<td>2,928,130</td>
<td>0.590</td>
<td>181,214,288</td>
</tr>
<tr>
<td>2007</td>
<td>4,489</td>
<td>21.3</td>
<td>123</td>
<td>2,983,612</td>
<td>0.604</td>
<td>188,431,040</td>
</tr>
<tr>
<td>2008</td>
<td>4,308</td>
<td>21.7</td>
<td>102</td>
<td>3,082,295</td>
<td>0.605</td>
<td>193,053,040</td>
</tr>
</tbody>
</table>

**Note:** DELFI is provided by Delfi Marknadspartner AB and contains all retail food stores based on their geographical location (address). Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Sales (incl. 12% VAT) are measured in thousands of 2001 SEK (1 USD=9.39 SEK, 1 EUR=8.34 SEK).

### Table 2: Entry and exit rates across local markets and years

<table>
<thead>
<tr>
<th>Year</th>
<th>p10</th>
<th>median</th>
<th>p90</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Entry rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>0</td>
<td>0.039</td>
<td>0.012</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>0</td>
<td>0.071</td>
<td>0.019</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>0</td>
<td>0.125</td>
<td>0.040</td>
<td>0.073</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>0.083</td>
<td>0.021</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0.095</td>
<td>0.027</td>
<td>0.065</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0.062</td>
<td>0.182</td>
<td>0.073</td>
<td>0.083</td>
</tr>
<tr>
<td>B. Exit rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>0</td>
<td>0.286</td>
<td>0.033</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>0</td>
<td>0.156</td>
<td>0.054</td>
<td>0.073</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>0</td>
<td>0.153</td>
<td>0.055</td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>0.143</td>
<td>0.046</td>
<td>0.075</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** This table shows descriptive statistics of entry and exit rates across municipalities.
Table 3: Estimated parameters of the demand equation: Nested logit

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>OLS</th>
<th>2SLS</th>
<th>2SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of space($m^2$)</td>
<td>0.016</td>
<td>0.003</td>
<td>0.021</td>
<td>0.003</td>
</tr>
<tr>
<td>Log of income</td>
<td></td>
<td></td>
<td>-1.106</td>
<td>0.006</td>
</tr>
<tr>
<td>Log of income squared</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>0.129</td>
<td>0.010</td>
<td>0.152</td>
<td>0.012</td>
</tr>
<tr>
<td>Axfood</td>
<td>0.136</td>
<td>0.010</td>
<td>0.150</td>
<td>0.011</td>
</tr>
<tr>
<td>Coop</td>
<td>0.218</td>
<td>0.011</td>
<td>0.241</td>
<td>0.013</td>
</tr>
<tr>
<td>Bergendahls</td>
<td>-0.061</td>
<td>0.020</td>
<td>-0.047</td>
<td>0.020</td>
</tr>
<tr>
<td>Price</td>
<td>0.016</td>
<td>0.0001</td>
<td>0.017</td>
<td>0.0002</td>
</tr>
<tr>
<td>Market share (grp)</td>
<td>0.971</td>
<td>0.0015</td>
<td>0.959</td>
<td>0.0040</td>
</tr>
</tbody>
</table>

NOTE: The average price of a type in the other local markets and average wages are used as instruments for prices. The log of the average market share in its own group in the other local markets is used as instrument for market share within the group.

Table 4: Average estimated own and cross price elasticities by store type

<table>
<thead>
<tr>
<th></th>
<th>Small (i)</th>
<th>Small(j)</th>
<th>Large (k)</th>
<th>Large (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small (i)</td>
<td>0.129</td>
<td>0.031</td>
<td>0.221</td>
<td>0.221</td>
</tr>
<tr>
<td>Small(j)</td>
<td>0.125</td>
<td>-3.871</td>
<td>0.221</td>
<td>0.221</td>
</tr>
<tr>
<td>Large (k)</td>
<td>0.031</td>
<td>0.031</td>
<td>-3.001</td>
<td>0.841</td>
</tr>
<tr>
<td>Large (m)</td>
<td>0.031</td>
<td>0.031</td>
<td>0.841</td>
<td>-3.001</td>
</tr>
</tbody>
</table>

NOTE: Cell entries $r,c$, where $r$ indexes row and $c$ column, give the percentage change in market share of $r$ with 1% change in price of $c.$
<table>
<thead>
<tr>
<th>Model specification</th>
<th>( M_1 )</th>
<th>( M_2 )</th>
<th>( M_3 )</th>
<th>( M_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of small stores</td>
<td>0.068</td>
<td>0.110</td>
<td>0.103</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Number of small stores × Large type</td>
<td>0.018</td>
<td>0.018</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Number of small stores squared</td>
<td>0.0006</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>Number of large stores</td>
<td>-0.318</td>
<td>-0.366</td>
<td>-0.370</td>
<td>-0.366</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.043)</td>
<td>(0.043)</td>
<td>(0.043)</td>
</tr>
<tr>
<td>Number of large stores × Large type</td>
<td>-0.069</td>
<td>-0.071</td>
<td>-0.071</td>
<td>-0.071</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Number of large stores squared</td>
<td>0.012</td>
<td>0.015</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td></td>
<td>(0.582)</td>
<td>(4.776)</td>
<td>(6.117)</td>
<td>(6.110)</td>
</tr>
<tr>
<td>Log of population squared</td>
<td>0.314</td>
<td>1.146</td>
<td>1.125</td>
<td>1.115</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.224)</td>
<td>(0.287)</td>
<td>(0.287)</td>
</tr>
<tr>
<td>Log of distance to DC</td>
<td>-0.854</td>
<td>-1.181</td>
<td>-1.181</td>
<td>-1.181</td>
</tr>
<tr>
<td></td>
<td>(0.221)</td>
<td>(0.259)</td>
<td>(0.259)</td>
<td>(0.259)</td>
</tr>
<tr>
<td>Log of distance to DC squared</td>
<td>0.040</td>
<td>0.056</td>
<td>0.056</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Log of income</td>
<td>0.794</td>
<td>0.795</td>
<td>0.795</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>(0.470)</td>
<td>(0.470)</td>
<td>(0.470)</td>
<td>(0.470)</td>
</tr>
<tr>
<td>Log of income squared</td>
<td>-0.054</td>
<td>-0.054</td>
<td>-0.054</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Large type</td>
<td>2.356</td>
<td>2.350</td>
<td>2.350</td>
<td>2.350</td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td>(0.040)</td>
<td>(0.040)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>Regulation</td>
<td>-1.181</td>
<td>-1.181</td>
<td>-1.181</td>
<td>-1.181</td>
</tr>
<tr>
<td></td>
<td>(0.259)</td>
<td>(0.259)</td>
<td>(0.259)</td>
<td>(0.259)</td>
</tr>
<tr>
<td>Market fixed effects</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>0.683</td>
<td>0.802</td>
<td>0.802</td>
<td>0.802</td>
</tr>
<tr>
<td>Root of mean squared errors</td>
<td>0.806</td>
<td>0.618</td>
<td>0.617</td>
<td>0.617</td>
</tr>
<tr>
<td>Absolute mean errors</td>
<td>0.651</td>
<td>0.382</td>
<td>0.381</td>
<td>0.381</td>
</tr>
<tr>
<td>Number of observations</td>
<td>3,820</td>
<td>3,820</td>
<td>3,820</td>
<td>3,820</td>
</tr>
</tbody>
</table>

NOTE: The dependent variable is the log of estimated average profits by store type, local market and year. The OLS estimator is used. Robust standard errors are presented in parentheses. The intercept is included. Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Large type is a dummy variable indicating whether the store type is large. Distance to the distribution center (DC) is defined as the median (by store type and market) of the minimum distance to the nearest distribution center for each store and firm/owner. The index defined in Section 2 is used to measure the degree of regulation in each local market.
### Table 6: Estimation results for structural parameters

<table>
<thead>
<tr>
<th></th>
<th>Small stores</th>
<th></th>
<th></th>
<th>Large stores</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( M_1 )</td>
<td>( M_2 )</td>
<td>( M_3 )</td>
<td>( M_4 )</td>
<td>( M_1 )</td>
</tr>
<tr>
<td>A. Estimated parameters</td>
<td>Entry cost restrictive markets ((a))</td>
<td>0.247</td>
<td>0.272</td>
<td>0.259</td>
<td>0.255</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>Entry cost liberal markets ((a))</td>
<td>0.317</td>
<td>0.358</td>
<td>0.351</td>
<td>0.348</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>Mean of fixed cost and entry cost ((\kappa))</td>
<td>12.123</td>
<td>11.001</td>
<td>11.577</td>
<td>11.746</td>
<td>101.556</td>
</tr>
<tr>
<td></td>
<td>Mean of fixed cost ((\phi))</td>
<td>0.436</td>
<td>0.271</td>
<td>0.349</td>
<td>0.346</td>
<td>2.380</td>
</tr>
<tr>
<td></td>
<td>Entry cost restrictive markets ((a))</td>
<td>9.460</td>
<td>8.378</td>
<td>8.544</td>
<td>8.609</td>
<td>98.186</td>
</tr>
</tbody>
</table>

NOTE: Standard errors are presented in parentheses. \( M_1 - M_4 \) are different specifications of the profit generating function (see Table 5). Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Municipalities are defined as having restrictive (liberal) regulations if the regulation index, defined in Section 2, is below (above) the median. Fixed cost follows an exponential distribution. The entry cost for small stores \((\kappa_{\text{small}})\) follows a unimodal distribution with parameter \(a_1\). For large stores, the entry cost is \(k_{\text{large}}=k_{\text{small}}+\mu\), where \(\mu\) follows a unimodal distribution with parameter \(a_2\). The mean values in panel B are in millions of 2001 SEK (1 USD=9.39 SEK, 1 EUR=8.34 SEK).

### Table 7: Descriptive statistics of long-run profits for incumbents and entrants by store-size and regulation

<table>
<thead>
<tr>
<th></th>
<th>Small stores</th>
<th></th>
<th></th>
<th>Large stores</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Restrictive Markets</td>
<td>Liberal Markets</td>
<td>Restrictive Markets</td>
<td>Liberal Markets</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean function of incumbents ((V_C))</td>
<td>0.106</td>
<td>0.201</td>
<td>0.690</td>
<td>0.910</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10th percentile</td>
<td>2.100</td>
<td>2.013</td>
<td>22.421</td>
<td>15.464</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25th percentile</td>
<td>10.139</td>
<td>4.969</td>
<td>92.654</td>
<td>41.883</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50th percentile</td>
<td>16.283</td>
<td>13.053</td>
<td>156.602</td>
<td>101.561</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75th percentile</td>
<td>30.290</td>
<td>27.063</td>
<td>316.336</td>
<td>207.544</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90th percentile</td>
<td>52.875</td>
<td>57.167</td>
<td>492.502</td>
<td>630.681</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>263.544</td>
<td>171.098</td>
<td>2805.376</td>
<td>1614.500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>23.755</td>
<td>26.949</td>
<td>243.806</td>
<td>210.694</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean function of entrants ((V_E))</td>
<td>-0.041</td>
<td>-5.510</td>
<td>-1.401</td>
<td>-0.026</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10th percentile</td>
<td>1.119</td>
<td>0.583</td>
<td>10.363</td>
<td>13.460</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25th percentile</td>
<td>2.755</td>
<td>1.913</td>
<td>27.360</td>
<td>25.612</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50th percentile</td>
<td>7.268</td>
<td>4.901</td>
<td>72.093</td>
<td>51.489</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90th percentile</td>
<td>17.179</td>
<td>12.435</td>
<td>165.164</td>
<td>124.437</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>33.964</td>
<td>36.472</td>
<td>331.092</td>
<td>384.888</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>13.903</td>
<td>12.178</td>
<td>144.477</td>
<td>131.386</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Value functions are computed using the estimated parameters for the exit and entry distributions and the most complex profit-generating function specification \((M_4)\). Only observed local market configurations are included. Municipalities are defined as having restrictive (liberal) regulations if the regulation index, defined in Section 2, is below (above) the median. Numbers are reported in millions of 2001 SEK.
Table 8: Estimation of the long-run competition effects on $VC$, $p^x$, $VE$, and $p^e$

<table>
<thead>
<tr>
<th></th>
<th>Restrictive: Small stores</th>
<th>Liberal: Small stores</th>
<th>Restrictive: Large stores</th>
<th>Liberal: Large stores</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC</td>
<td>-0.0180</td>
<td>-0.0352</td>
<td>-0.0109</td>
<td>-0.0282</td>
</tr>
<tr>
<td>$p^x$</td>
<td>0.0011</td>
<td>-0.0196</td>
<td>1.29E-4</td>
<td>1.11E-4</td>
</tr>
<tr>
<td>VE</td>
<td>-0.0324</td>
<td>-0.0091</td>
<td>-0.0219</td>
<td>-0.0013</td>
</tr>
<tr>
<td>$p^e$</td>
<td>-0.0019</td>
<td>-0.0219</td>
<td>-0.0015</td>
<td>-0.0042</td>
</tr>
</tbody>
</table>

NOTE: Averages of marginal effects are reported. The profit-generating specification $M_4$ is used. Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Municipalities are defined as having restrictive regulations if the regulation index, defined in Section 2, is below the median. The fixed cost follows an exponential distribution. Entry cost follows a unimodal distribution that allows for type correlation.

Table 9: Counterfactuals: Changes in $VC$, $p^x$, $VE$, and $p^e$ when entry costs in liberal and regulated markets are identical

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Growth VC</th>
<th>Change $p^x$</th>
<th>Growth VE</th>
<th>Change $p^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1. CF-1: Low profit regime markets</td>
<td>#Small</td>
<td>#Large</td>
<td>#Small</td>
<td>#Large</td>
</tr>
<tr>
<td>Median</td>
<td>-0.028</td>
<td>-0.036</td>
<td>1.31E-4</td>
<td>1.89E-4</td>
</tr>
<tr>
<td>Sum of changes</td>
<td>-15.962</td>
<td>-702.521</td>
<td>0.010</td>
<td>0.014</td>
</tr>
<tr>
<td>A2. CF-1: High profit regime markets</td>
<td>#Small</td>
<td>#Large</td>
<td>#Small</td>
<td>#Large</td>
</tr>
<tr>
<td>Median</td>
<td>-0.011</td>
<td>-0.022</td>
<td>-4.82E-4</td>
<td>1.25E-4</td>
</tr>
<tr>
<td>Sum of changes</td>
<td>-47.842</td>
<td>-958.883</td>
<td>-0.073</td>
<td>0.019</td>
</tr>
<tr>
<td>B1. CF-2: Low profit regime markets</td>
<td>#Small</td>
<td>#Large</td>
<td>#Small</td>
<td>#Large</td>
</tr>
<tr>
<td>Median</td>
<td>-0.051</td>
<td>-0.022</td>
<td>1.31E-4</td>
<td>1.86E-4</td>
</tr>
<tr>
<td>Sum of changes</td>
<td>-82.909</td>
<td>-418.053</td>
<td>0.010</td>
<td>0.014</td>
</tr>
<tr>
<td>B2. CF-2: High profit regime markets</td>
<td>#Small</td>
<td>#Large</td>
<td>#Small</td>
<td>#Large</td>
</tr>
<tr>
<td>Median</td>
<td>-0.010</td>
<td>-0.029</td>
<td>-4.71E-4</td>
<td>1.22E-4</td>
</tr>
<tr>
<td>Sum of changes</td>
<td>-53.619</td>
<td>-941.829</td>
<td>-0.071</td>
<td>0.018</td>
</tr>
</tbody>
</table>

NOTE: The profit-generating specification $M_4$ is used in the counterfactuals. Counterfactual CF-1 decreases entry costs for both small and large stores in restrictive markets to be equal to those in liberal markets. Counterfactual CF-2 only decreases entry costs for large stores in restrictive markets to be equal to those in liberal markets. Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Municipalities are defined as having restrictive regulations if the regulation index, defined in Section 2, is below the median. The fixed cost follows an exponential distribution. Entry cost follows a unimodal distribution that allows for type correlation.
Table 10: Estimation of the long-run competition effects on $VC$, $p^x$, $VE$, and $p^e$.

<table>
<thead>
<tr>
<th></th>
<th>$VC$</th>
<th>$p^x$</th>
<th>$VE$</th>
<th>$p^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Small</td>
<td>#Large</td>
<td>#Small</td>
<td>#Large</td>
</tr>
<tr>
<td>A. Small stores</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before counterf.</td>
<td>-0.0180</td>
<td>-0.0352</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>After CF-1</td>
<td>-0.0172</td>
<td>-0.0355</td>
<td>0.0010</td>
<td>0.0011</td>
</tr>
<tr>
<td>After CF-2</td>
<td>-0.0171</td>
<td>-0.0354</td>
<td>0.0010</td>
<td>0.0011</td>
</tr>
<tr>
<td>After CF-3</td>
<td>-0.0174</td>
<td>-0.0357</td>
<td>0.0010</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. Large stores</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before counterf.</td>
<td>-0.0174</td>
<td>-0.0450</td>
<td>0.0012</td>
<td>0.0028</td>
</tr>
<tr>
<td>After CF-1</td>
<td>-0.0173</td>
<td>-0.0428</td>
<td>0.0012</td>
<td>0.0025</td>
</tr>
<tr>
<td>After CF-2</td>
<td>-0.0174</td>
<td>-0.0429</td>
<td>0.0011</td>
<td>0.0025</td>
</tr>
<tr>
<td>After CF-3</td>
<td>-0.0176</td>
<td>-0.0431</td>
<td>0.0011</td>
<td>0.0025</td>
</tr>
</tbody>
</table>

NOTE: Averages of marginal effects are reported. The profit-generating specification $M_4$ is used in the counterfactuals. All counterfactuals decrease the entry costs in restrictive markets to be equal to those in liberal markets. Counterfactual 1 (CF-1) decreases entry costs for both small and large stores. Counterfactual 2 (CF-2) only decreases entry costs for large stores. Counterfactual 3 (CF-3) only decreases entry costs for small stores. Large stores are defined as the five largest store types in DELFI (hypermarkets, department stores, large supermarkets, large grocery stores, and other stores). Municipalities are defined as having restrictive regulations if the regulation index, defined in Section 2, is below the median. The fixed cost follows an exponential distribution. Entry cost follows a unimodal distribution that allows for type correlation.
Figure 1: Number of large and small stores by firm affiliation 2001-2008.
Figure 2: Total number of entries and exits in Sweden 2002-2007.

Figure 3: Mean entry and exit rates across local markets 2002-2007.